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EXECUTIVE SUMMARY 
 

The SemaGrow project aims at developing scalable, efficient, and robust data services to handle big data from the 

heterogeneous data cloud. The project develops appropriate technologies, with the purpose of enabling users to cope 

with that data, and actually exploit its potentialities. SemaGrow will be rigorously tested on the large-scale and 

complex agricultural data service ecosystem. To accommodate this process, WP2 Use cases & Architecture elaborates 

on engagement of stakeholders and discovery of user needs, relevant available data sources and the development of 

an architecture that can connect use cases to the semantic solutions developed ƛƴ {ŜƳŀDǊƻǿΦ Lƴ ²tс άwŜŀƭ [ƛŦŜ 

5ŜǇƭƻȅƳŜƴǘ ϧ ¦ǎŜǊ 9Ǿŀƭǳŀǘƛƻƴέ ǘƘŜ ǳǎŜ ŎŀǎŜǎ ŀƴŘ Řŀǘŀ ǎƻǳǊŎŜǎ ƛŘŜƴǘƛŦƛŜŘ ƛƴ ²tн ǿƛƭƭ ōŜ ǘƘŜ ōŀǎƛǎ ǘƻ ŘŜǾŜƭƻǇ ǎŜǊǾƛŎŜ 

demonstrators using the SemaGrow infrastructure that will be tested and evaluated.  

From the WP2 perspective of engaging stakeholders and translating the user needs to the required input for WP6, this 

deliverable D2.1.3 focusses on the engagement of stakeholders and the definition of different types of use cases based 

on stakeholder requirements. It documents the outcomes of the stakeholder workshops, as it is from the contact with 

stakeholders that the project may effectively pin point how to develop and then evaluate its results. Through the 

definition of use cases, which is the core of this deliverable, it translates the expressed ideas and requirements to 

application descriptions that will form the basis for the development of service demonstrators and draws the 

connection between the needs of the stakeholders and the technological developments of the project. As such, it will 

contribute to the demonstrator development work in WP6 and will be a main input for the development of a piloting 

plan and subsequent pilot development in that work package. It will also support the technical parts of the project 

(WP3, 4, 5). 

Three relevant categories of use cases are considered in the SemaGrow project: 

¶ άIŜǘŜǊƻƎŜƴŜƻǳǎ 5ŀǘŀ /ƻƭƭŜŎǘƛƻƴ ϧ {ǘǊŜŀƳǎέ;  

¶ άwŜŀŎǘƛǾŜ 5ŀǘŀ !ƴŀƭȅǎƛǎέ;  

¶ άwŜŀŎǘƛǾŜ wŜǎƻǳǊŎŜ 5ƛǎŎƻǾŜǊȅέ.  

Each category of use cases addresses a targeted group of stakeholders and from there covers a group of applications 

with its own typical characteristics. The assumption is that the functionality and the scope of application of these 

applications will significantly improve when replacing its current methods of data access with the techniques 

developed in the SemaGrow project. The rigorous testing and evaluation activities foreseen in SemaGrow are meant to 

validate this hypothesis.    

Implementation of the SemaGrow use cases will heavily rely on the availability and triplification of data sources and as 

such, an analysis of these data sources is essential. While this deliverable briefly touches the involved data sources and 

its amounts and sizes, an extensive analysis has been documented in the deliverable on Data Streams & Collections 

(D2.2.2). 
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1. LƴǘǊƻŘǳŎǘƛƻƴ 

1.1 Background 

The SemaGrow project aims at developing scalable, efficient, and robust data services able to handle big data from the 

heterogeneous data cloud. The project focusses at the development of appropriate technologies, with the purpose of 

enabling users to cope with that data, and actually exploit its potentialities. SemaGrow will be rigorously tested on the 

large-scale and complex agricultural data service ecosystem.  

The starting point to determine feasible use cases that can serve to test and evaluate the SemaGrow infrastructure are 

the needs of the stakeholders in the Agricultural community. Therefore, a series of stakeholder workshops is organized 

in the project. Through these stakeholder workshops, the principles of the SemaGrow project are disseminated and 

ideas and requirements for applications that could benefit from SemaGrow are collected. Stakeholder workshops 

facilitate the discussion on relevant applications to enable SemaGrow meeting user needs when dealing with big data, 

as well as the verification of the relevancy and correctness of the use cases and thus lead to a better fit with the needs 

of the user communities. The outcome of the workshops is subsequently translated into a set of use cases that 

describe these applications in a unified manner, in such a way that they also connect to the technological approach of 

SemaGrow. As such, they can be translated into software specifications that serve as the basis for service 

demonstrator development to be performed in WP6 in the frame of the testing and evaluation of the SemaGrow 

innovations by means of real life applications. 

This deliverable builds on the stakeholder meetings carried out during the project, and uses them to refine the use 

cases developed iteratively and documented in deliverables D2.1.1 and D2.1.2. On one side, these use cases were 

discussed in dedicated stakeholder workshops with the respective user communities. Stakeholders verified the 

relevancy and correctness of the use cases and advised on required changes and further detailing to better fit the 

needs of the user communities. On the other side, the use cases were confronted with the evolving knowledge on 

regarding technological possibilities and availability of data streams and sources to align use case descriptions with the 

project demands to test its innovative technologies. 

Besides the evolving input from the SemaGrow stakeholder communities, this deliverable also takes aboard the 

relevant recommendations from the 1st Year Review Meeting held in Luxemburg at the 21st of January 2014. The main 

recommendation for this deliverable is to reduce the number of sub use cases and to choose one specific use case per 

application area (heterogeneous data collection, reactive data analysis and reactive resource discovery) to be able to 

focus on a fully-fledged implementation that really demonstrates the power of the SemaGrow platform. To this end 

the use cases on heterogeneous data collection and reactive resource discovery have been adapted:  

¶ Heterogeneous data collection: one use case (SEAMLESS) as described in D2.1.1 and D2.1.2 has been 

removed, while the use cases related to Trees4Future and AgMIP have been aligned and integrated in such a 

way that they can be addressed with a single demonstrator, that is gradually and iteratively extended in 

consultation with the stakeholders.  

¶ Reactive Data Analysis: the sub use cases as described in D2.1.1 and D2.1.2 have been integrated into one 

generic use case. 

¶ Reactive resource discovery: the use case Agricultural Learning Repository toolkit was removed to focus on 

the elaboration of the Agricultural Discovery Space use case. 

Implementation of the SemaGrow use cases will heavily rely on data sources available in triple format. While this 

deliverable focuses on the use cases envisaged within the project, and briefly touches the involved data sources and its 

amounts and sizes, an extensive analysis is documented in the deliverable on Data Streams & Collections  (D2.2.2). 
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1.2 Use cases 

Available literature on use cases is extensive, with quite a variety of interpretation about the level of detail to adopt, 

and the templates to describe them. Miles and Hamilton (2006) describe a Use Case as a case (or situation) where a 

notional system is ǳǎŜŘ ǘƻ ŦǳƭŦƛƭ ŀ ǎŜǘ ƻŦ ǳǎŜǊ ǊŜǉǳƛǊŜƳŜƴǘǎΣ ǊŜŦƭŜŎǘƛƴƎ ŀ ǎȅǎǘŜƳΩǎ ŦǳƴŎǘƛƻƴŀƭƛǘȅΦ Lƴ ǘƘƛǎ ǿŀȅ ǘƘŜ ¦ǎŜ /ŀǎŜ 

ǎǇŜŎƛŦƛŜǎ ǿƘŀǘ ŀ ǎȅǎǘŜƳ ƛǎ αǎǳǇǇƻǎŜŘέ ǘƻ Řƻ όƛǘǎ ŦǳƴŎǘƛƻƴŀƭ ǊŜǉǳƛǊŜƳŜƴǘǎύΦ The SemaGrow approach to use cases is 

pragmatic in the sense that we chose a format ǘƘŀǘ Ŧƛǘǎ ǘƘŜ ǇǊƻƧŜŎǘǎΩ ƴŜŜŘ and level of detail and granularity that fits 

the specific application and the objectives of developing service demonstrators. When describing use cases for 

SemaGrow it is first of all important that we identify typical use of data that is relevant to Big Data in relation to 

semantic technologies. Describing their current use will be helpful to guide the development of semantic algorithms, 

ŀƴŘ ǘƻ ŜǾŀƭǳŀǘŜ ǘƘŜƛǊ ǇŜǊŦƻǊƳŀƴŎŜ ŀƎŀƛƴǎǘ ŎǳǊǊŜƴǘ ΨǇǊŀŎǘƛŎŜǎΩ ƻǊ ƛƳǇƭŜƳŜƴǘŀǘƛƻƴǎΦ The granularity and level of detail 

differs per use case. Leading is that the use case must be described in such a way that it is understandable by the 

stakeholders on one side and provides the relevant anchor points for subsequent translation to software specifications 

by the developers of the service demonstrators on the other side.  

To structure the Stakeholder centred approach, three relevant categories of use cases are covered in the SemaGrow 

project. These categories (each covered in a separate chapter in this deliverable) each cover a group of applications 

with their own typical characteristics from the perspective of data handling and their own targeted group of 

stakeholders. The assumption is that the functionality and the scope of application of these applications will 

significantly improve when replacing its current methods for data access with the techniques developed in the 

SemaGrow project. The rigorous testing and evaluation phase foreseen in SemaGrow is meant to validate this 

hypothesis.   

The categories of use cases in SemaGrow are:  

1. άIŜǘŜǊƻƎŜƴŜƻǳǎ 5ŀǘŀ /ƻƭƭŜŎǘƛƻƴ ϧ {ǘǊŜŀƳǎέ 

The use case focusses on the work performed in a global agricultural and forestry modelling, inter 

comparison, and improvement research community that studies forestry and food production under climate 

change conditions. The challenges addressed are related to accessing/combining extremely heterogeneous 

big data related to forestry / food production forecast under different climate change scenarios, so that it 

becomes possible to assess its impacts in an integrated manner, by a diverse research community of 

agricultural, climate and economic scientists. 

2. άwŜŀŎǘƛǾŜ 5ŀǘŀ !ƴŀƭȅǎƛǎέ  

This category is worked out by use cases of information officers (e.g. at FAO Headquarters or in an agricultural 

centre or policy making institution) that are researching agricultural production practices and study their 

impact to food security. In this case, the problem addressed is related to achieving a high precision and a good 

recall within a specific topic so that the information officers can prepare their reports on a very specific topic 

(e.g. crop, applied technique, specific region) by having an automated collection, aggregation and unification 

of a large number of relevant and accurate data sources, even automatically identified from the Web. 

3. άwŜŀŎǘƛǾŜ wŜǎƻǳǊŎŜ 5ƛǎŎƻǾŜǊȅέ  

The selected use case in the frame of the Agricultural Discovery Space helps educators to create sequences of 

educational and research activities using multimedia resources from educational, cultural and 

scientific/academic collections. In this case, the problem addressed relates to achieving satisfactory precision 

with very fast response times, so that relevant multimedia results/objects from heterogeneous and diverse 

sources are presented to the user when searching for relevant material to use in an educational pathway. 

 

The format for the use case descriptions is loosely based on the formats used from a Spatial Data Infrastructure 

perspective (EC- INSPIRE1). 

                                                                 

1 http://inspire.jrc.ec.europa.eu/ 

http://inspire.jrc.ec.europa.eu/
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Every use case is described in the following structure: 

1. Background ς description of the functional and technical background of the use case; 

2. Use case description ς Formal description of the use case in the form of a structured template and a graphical 

representation by means of an activity diagram (where affected process steps are indicated by orange colour); 

3. Current implementation ς Describing relevant aspects and shortcomings of the existing implementation; 

4. SemaGrow implementation ς Describing the SemaGrow implementation and its (functional) added value in 

comparison with the existing implementation. 

The Use case template has the following fields: 

¶ General Use case Description with : 

o Title 

o Description 

o Legal foundations (are there any laws or privacy issues that apply?) 

o Preconditions (what conditions have to fulfilled before the use case can be executed?: data 

triplication, approval of access) 

¶ Flow of Events 

o Basic Path: stepwise sequence of the events to achieve/realise the use cases. For some use cases, 

this is mostly focused on the current implementation, to give a reference to how systems work now, 

for others it is mostly focused on how the systems could work with semantic technologies 

incorporated. 

o ExtensionsΥ ǊŜƭŜǾŀƴǘ άōǊŀƴŎƘŜǎέ ƻŦ ǘƘŜ ŜǾŜƴǘ ŦƭƻǿΣ ŜΦƎΦ ŦƻƭƭƻǿƛƴƎ ŘƛŦŦŜǊŜƴǘ ƻǳǘŎƻƳŜǎ ƻŦ ŘŜŎƛǎƛƻƴ 

points in the process. 

¶ Actors: who is a stakeholder in providing and using the information and functionality from the use case? 

¶ Information Source Output: What output should the use case ideally achieve in information? Captured in 

fields: 

o Description  

o Thematic scope: main domain of application 

o Base datasets: data sets that resemble the desired outcome or that are crucial to achieving the 

outcome 

o Scale, resolution: spatial extent and the level of detail at the lowest data point 

o Documentation: description of the desired output and location at which it can be found 

o External reference: Links to relevant materials for visualizing the output 

¶ Information Source Input: What input data are required to achieve the output? This is captured in same fields 

as Information Source Output above 

¶ Expected Added value: the expected gains that should be achieved by using a semantic implementation next 

to or instead of a current implementation. 

1.3 Overview 

This document is organized as follows. Chapter 2 shortly describes the stakeholder engagement activities and its 

integration into the use case description. In Chapter 3, 4 and 5 the selected use case are described in detail for the use 

case categories Heterogeneous Data Collections & Streams, Reactive Data Analysis and Reactive Resource Discovery 

respectively. Use case details are documented in a unified use case description format per use case. Moreover, the 

background of the use case is explained and the relevant differences between the current implementation and the 

SemaGrow implementation are described with the aim to illustrate the possible effects of exploiting the SemaGrow 

technologies for the use cases on scope and functionality of the use case. Chapter 6 summarizes the collected use 

cases and their commonalities and differences.  

The Appendices of this document provide the minutes of the stakeholder workshops that where conducted in the 

frame of the elaboration and specification of the use cases that are part of the three categories of use cases defined in 

the SemaGrow project. 
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2. {ǘŀƪŜƘƻƭŘŜǊ ŜƴƎŀƎŜƳŜƴǘ  

2.1 Stakeholders 

Stakeholder engagement is key in the SemaGrow approach to find stakeholder relevant applications that hold the 

potential to benefit from SemaGrow semantic technologies. This paragraph describes the groups of stakeholders that 

were consulted to target applications in the determined categories and how there domain of work and the challenges 

they face regarding the handling of large, heterogeneous distributed datasets could benefit from SemaGrow 

developments.   

2.1.1 Heterogeneous Data Collections & Streams 

This use case is characterized by modelling requirements requiring input of large to very large and heterogeneous 

datasets, e.g. for scientific modelling. It focusses on the communities of European forestry modelling and global scale 

agricultural modelling in the frame of climate change, where applications generally are based on big data from 

different domains (like agronomic, soil, climate change, economic data) in numerous forms varying from statistical 

data to geographically explicit data and comprising for example temporal and spatial dimensions in different 

resolutions.  

The main stakeholders in this community are: 

¶ scientists involved in developing forestry or agricultural models and in running models for large scale 

research studies and policy assessments (e.g. agronomists, climate change experts) 

¶ data owners / managers of large data repositories and services 

¶ end users of agricultural models and modelling tools, not being domain experts (e.g. students, practitioners) 

The stakeholder meetings organized in the frame of this group of use cases concentrate around the AgMIP community. 

AgMIP is a networking program for impacts of climate change on food security in particular in relation to crop 

production and economic effects.  

2.1.2 Reactive Data Analysis 

Lƴ ǘƘŜ ǳǎŜ ŎŀǎŜ ƻƴ άwŜŀŎǘƛǾŜ 5ŀǘŀ !ƴŀƭȅǎƛǎέΣ ǿŜ ŦƻŎǳǎ ōƻǘƘ ƻƴ Řŀǘŀ ƳŀƴŀƎŜǊǎ ŀƴŘ Řŀǘŀ Ŏƻƴsumers. By data managers 

we mean all roles involved in the data lifecycle, including data curators, validators and publishers. By data consumers 

we mainly refer to domain experts, information managers supporting domain experts, either in FAO or outside the 

organization, and also mid- and senior management. In addition to that, in the context of the AGRIS demonstrator 

described in D6.1.2, we focus also on software developers, researchers, and computer scientists, which are core roles 

for the validation of automatic procedures for crawling the Web and extracting the most relevant and precise 

information related to a specific agricultural topic. Anyway, we need to consider that the distinction among those 

groups may in some cases be only logical, as the person may play more than one role in different points in time. 

For all those reasons, we organized an AGRIS focus group during the SemaGrow Hackathon Meeting, in order to collect 

input from developers, researchers, and computer scientists regarding some of the software components (Agrotagger 

and Web Crawler) used in AGRIS architecture in combination with the SemaGrow software stack. Details of the 

meeting and outcomes are reported in Appendix 5. 

2.1.3 Reactive Resource Discovery 

The use case ƻƴ άReactive Resource Discoveryέ is characterized by applications and portals that aim to allow educators 

to search and use multimedia resources from heterogeneous and diverse sources, achieving satisfactory precision with 

very fast response times.  

The main stakeholders in this community are: 
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¶ 5ŀǘŀ ǎŎƛŜƴǘƛǎǘǎ ǘƘŀǘ ǿŀƴǘ ǘƻ ǳǎŜ ǘƘŜ Řŀǘŀ !tLǎ ƻŦ ǘƘŜ !YΩǎ Řŀǘŀ ǇƭŀǘŦƻǊƳ ǘƻ ŘŜǾŜƭƻǇ ŀƴŘ ǘŜǎǘ ƴŜǿ Řŀǘŀ 

processing algorithms and components using data that are exposed by the Data Platform 

¶ Educators, teachers and trainers that seek for training courses, educational resources and that want to create 

a training pathway related to food safety. They will be affected by the new SemaGrow powered discovery 

applications that will focus in finding information related to agricultural research and food safety, which 

performance will be altered in terms of time, accuracy of the search results, user experience but also in 

flexibility of the different queries to external sources. 

¶ Information providers. These are the teachers that create the educational pathways and resources as well as 

organizations and initiatives like the Ariadne Foundation, Europeana, BHL and GBIF that publish a large 

number of resources through APIs. 

¶ Pupils and students that will access the digital pathways as part of the educational activity to view the 

supporting material from external sources (Ariadne, Europeana, BHL, YouTube, Flickr etc.) and to provide 

their feedback 

¶ Domain specialists (e.g. agronomists, food safety experts) from Organizations and Institutes that seek 

scientific information related to agricultural research and food safety topics. They will be affected in the same 

way with the trainers. 

¶ Organizations and Institutes that want to set up a discovery service that can use heterogeneous data sources. 

They will be affected in the same way with the trainers 

The stakeholder meetings that were organized in the frame of this group of use cases involved educators dealing with 

agriculture as well as experts from repositories with educational, research and other related content that operate on a 

European or Global Scale.   

2.2 Stakeholder meetings 

The purpose of the stakeholder meetings organized within SemaGrow is to inform stakeholders on SemaGrow and to 

collect stakeholder needs when dealing with data in general, and big data in particular. We have translated those 

needs into requirements, and subsequently into a set of salient use cases to be further worked out in demonstrators 

within WP6. 

The present deliverable builds on the meetings depicted in  

AGRIS  Focus Group, SemaGrow 

Hackathon Meeting 

Developers, researchers, and computer 

scientists working on related issues 

5-7 July 2014, NCSR-D, 

Athens, Greece 

Separate meetings with different 

content providers and other related 

stakeholders of the GFSP network 

Agricultural educational and research data 

repository experts, potential use case 

users 

8-11 July 2014, Washington, 

US 

Table 2-1, taking place between M1 and M9 of the project.   

Meeting Involved stakeholders Date & Location 

1st 9ŘǳŎŀǘƻǊǎΩ ²ƻǊƪǎƘƻǇ Agricultural educators 6 March 2013, Agricultural 

University of Athens, Athens, 

Greece 

Open Federations 2013, SemaGrow 

9ȄǇŜǊǘǎΩ /ƻƴǎǳƭǘŀǘƛƻƴ aŜŜǘƛƴƎ 

Educational repository experts 8 April 2013, University of 

Leuven, Leuven, Belgium 

SemaGrow ς VOA3R meeting VOA3R data curators, publishers, users.  15 May 2013, FAO, Rome 

1st AgMIP-SemaGrow Workshop Agricultural Modellers and Climate 

Change experts on the global level 

17-18 June 2013, Alterra, 

Wageningen, The Netherlands 
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Intermediate AgMIP-SemaGrow 

progress meeting 

Agricultural Modellers and Climate 

Change experts on the global level 

18 June 2014, back-to-back 

with iEMSs 2014 conference, 

San Diego, US 

AGRIS  Focus Group, SemaGrow 

Hackathon Meeting 

Developers, researchers, and computer 

scientists working on related issues 

5-7 July 2014, NCSR-D, 

Athens, Greece 

Separate meetings with different 

content providers and other related 

stakeholders of the GFSP network 

Agricultural educational and research data 

repository experts, potential use case 

users 

8-11 July 2014, Washington, 

US 

Table 2-1 ς List of SemaGrow Stakeholder Workshops 

 

Given the variety of user groups involved, and of the domains considered, a flexible setup was adopted for the 

meetings. The common point for all the consultations we organized was to focus on the information needs presented 

by the users. In some cases, this was done by presenting the users with open-ended questions, both to individuals and 

as small groups, and then collecting their answers for later discussion and analysis (this happened for example in the 

case of ǘƘŜ hǇŜƴ CŜŘŜǊŀǘƛƻƴǎ нлмоΣ {ŜƳŀDǊƻǿ 9ȄǇŜǊǘǎΩ /ƻƴǎǳƭǘŀǘƛƻƴ aŜŜǘƛƴƎ ŀƴŘ ǘƘŜ {ŜƳŀDǊƻǿ ς VOA3R meeting). 

In other cases, the meetings focused on understanding use cases and specifying information needs where SemaGrow 

could offer large benefits (e.g. in the case of the AgMIP-SemaGrow workshop). The appendices of this document 

include the minutes of the meetings. 

In practice, depending on the context, a bottom-up or a top-down approach was adopted. The two approaches then 

found appropriate harmonization in a later phase of analysis and discussion within the Work Package. The main 

conclusions drawn are described in the following section. 

2.2.1 Summary of meeting results and conclusions 

The variety of people and communities involved in the stakeholder meetings was quite large. This allowed us to obtain 

a broad perspective on user needs for dealing with large data from the viewpoint of the use case categories considered 

in SemaGrow.  

We received extensive feedback on relevant use cases from the user perspective, characteristics of the processes and 

usability of the involved systems, and on the need for support to enable users to actually use large data in an efficient 

way, without sinking into it.  

Heterogeneous Data Streams and Collections 

In the application area of Heterogeneous Data Streams and Collections, stakeholders usually deal with large amounts 

of data from different domains, covering different dimensions, resolutions and units that need to be selectively 

extracted and combined. Current tools generally provide a quite limited range of options to search through such data 

and combine these to useable datasets e.g. for use in agro-environmental modeling. SemaGrow technologies can 

potentially enlarge the scope of many applications in that field. Solutions should explore first of all innovative ways to 

query and find targeted subsets from such heterogeneous data sources and secondly provide ways to combine these 

data, using techniques like up/downscaling, complementing missing data etc., to produce meaningful datasets that can 

be used in agro-environmental modeling problems. In general, the stakeholder community around agro-environmental 

modeling, agro-environmental modelers, climate researchers and other experts acknowledge the added value of 

semantic technologies and its potential to improve their working processes. 

Confronted with the progress and 1st year developments in the organized progress meeting, the attending 

stakeholders agreed with the chosen directions for use cases and subsequent demonstrator development. They again 

emphasized that SemaGrow needs to prove its added value by delivering added value data targeted to specific 

modeling exercises. Some doubts still exist regarding the feasibility of the LOD approach for these types of datasets 

and processes with respect to performance of the process and accuracy of the results, which thus should be important 

benchmarks in demonstrator evaluation. 

Reactive Data Analysis 



 D2.1.3 Envisaged Applications and Use Cases FP7-ICT-2011.4.4 

Page 12 of 83 

From the open discussions we conducted (as e.g. in the VOA3R meeting), the big issue that emerged is that people are 

excited about having large amounts of data at their disposal, but they are concerned that appropriate tools to find 

their way into the data are not provided. For example, many wished to have clear pathways that link together data 

όŜΦƎΦ ǇŀǇŜǊǎΣ ŀǳǘƘƻǊŜŘ ŘƻŎǳƳŜƴǘǎύ ǿƛǘƘ ǘƘŜƛǊ ŀǳǘƘƻǊǎΣ ŀƭǎƻ ŦƻƭƭƻǿƛƴƎ ǘƘŜ ǘŜƳǇƻǊŀƭ ŘƛƳŜƴǎƛƻƴ ƻŦ ǘƘŜ ŀǳǘƘƻǊΩǎ ǿƻǊƪ ŀƴŘ 

the evolution of the topic. A recurring wish was to also have tools providing a qualitative analysis of the data available 

(e.g. with indication of reliability and provenance) view on the data. Also quantitative analytics of the data seems to be 

very much appreciated.  We can easily interpret these suggestions as a need for support in άŘŀǘŀ ŀƴŀƭȅǎƛǎέ.    

!ǎ ŀ ǊŜƭŀǘŜŘ ƛǎǎǳŜΣ ǎǘŀƪŜƘƻƭŘŜǊ ǿƻǳƭŘ ƭƛƪŜ ǘƻ ōŜ ŀōƭŜ ǘƻ ǘǊŀŎŜ ǘƘŜ ǎŀƳŜ άŜƴǘƛǘȅέ ŀŎǊƻǎǎ ŘƛŦŦŜǊŜƴǘ ŘŀǘŀǎŜǘǎΣ ŀǎ ƛƴ ǘƘŜ ŎŀǎŜ 

of publications stored in various datasets with different author names or, in general, different associated metadata. In 

other words, this is a call for support on entity disambiguation across data sets. Mapping, and/or dealing with 

duplicates, is the other face of this.  

Reactive Resource Discovery 

The educators and educational/research repository experts that were consulted around the use cases of Reactive 

Resource Discovery validated the need to search and use multimedia resources from heterogeneous and diverse 

sources achieving satisfactory precision with very fast response times. Both groups of experts, representing both sides 

of the same tools/platforms agree about the validity of the aforementioned needs, since different sources offer 

different types of interesting relative content. This content is available through different technologies and techniques 

and this poses a number of issues, including the inadequate precision and slow response time. 

On top of these observations views were expressed regarding the more technological types of requirements, e.g. 

regarding efficiency, performance and scalability. Scalability is considered a key requirement, which stakeholders 

clearly expect to be delivered through the SemaGrow platform. Efficiency and performance expectations differ 

considerably and are among others depending on the availability of realistic benchmarks (e.g. from existing 

applications). 
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3. ¦ǎŜ /ŀǎŜ ŎŀǘŜƎƻǊȅΥ IŜǘŜǊƻƎŜƴŜƻǳǎ 5ŀǘŀ /ƻƭƭŜŎǘƛƻƴǎ ϧ {ǘǊŜŀƳǎ 

3.1 Introduction 

For the use case Heterogeneous Data Collections and Streams, we combine big data requirements from two user 

communities: The Trees4Future community of forestry researchers and the AgMIP community of agricultural 

modelers. Both communities face challenges regarding the discovery and integration of heterogeneous distributed 

data to compose the required datasets to run their models.  

The Trees4Future project is a European FP7 project that aims at implementing a research infrastructure for European 

forestry research. The Trees4Future consortium covers the main European organisations that are involved in forestry 

research, covering topics from forestry genetics to forest management. 

An important component of the full Trees4Future research infrastructure is a Geo-spatial Clearinghouse for forestry 

research. This Clearinghouse brings together metadata of relevant datasets required for forestry research purposes. In 

this particular case, data sources remain at the data owner. The data owner provides standardized data, map and 

metadata services and publishes its metadata though a catalogue. Metadata are harvested from these catalogues 

through standardized protocols and standards like e.g. OGC, Dublin-Core and forestry specific standards like TAPIR. The 

harvested metadata is automatically triplified and stored in a triple store. While triplifying, the metadata is also 

automatically linked to forestry concepts through the use of an ontology based common reference framework, thus 

linking specific datasets to forestry specific knowledge structures through its metadata. A semantic interface allows 

users to query the Clearinghouse to discover available data sources required for their specific aims. These aims can be 

for example a specific geo-spatial analysis or the application of one or more forestry models. 

 

 

 

Figure 3-1 - An overview of the AgMIP architecture for crop model interoperability. 
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AgMIP is a networking program for impacts of climate change on food security in particular in relation to crop 

production and economic effects. AgMIP hosts data relevant for crop modelling and develops translators that translate 

crop experimental data to and from a common format in JSON over a multitude of different crop models, so that these 

models become more interoperable with respect to their data.  

Figure 3-1 provides an overview of the architecture that is gradually realised. 

The AgMIP translators are put to two main uses: 

¶ A detailed run of a crop model with one data rich experiment data to test, calibrate and validate the crop 

models against the data set, basically evaluating its performance before applying it to other scenarios of 

climate change. This is a small scale application of a limited number of points 

¶ A large scale run in which the model is run against standardized input associated with a grid of input points, 

usually called gridded data. In this case, a model that has proven to perform well in detailed runs is used in a 

scenario study to see under which conditions it performs. 

To fully exploit the relevant dimensions of the problems that stakeholders face and to incorporate a broader range of 

user requirements, a generic use case is presented here which is further detailed by a set of specific implementations 

that illustrate useful perspectives for a number of realistic and practical situations. In this way, potential gains for 

scientists (modelers, data analysts) can best be ensured, as their demands are usually quite specific. Two of these 

implementations focus on the discovery and integration of model input datasets, one from the Trees4Future and one 

from the AgMIP perspective. Both use relatively straightforward criteria (keywords, spatial and temporal dimension) 

for selecting relevant datasets and combining these to integrated datasets using downscaling methods and gap filling 

for missing data. These are mechanisms that are commonly used by researchers / modelers to collect and compose 

input datasets for their models. The third use case is from the AgMIP perspective and focusses on the exploration of 

improvement of efficiency and quality of the calibration and validation process that can be accomplished through the 

wider scope of possible queries that can be posed when semantic techniques are exploited when querying the AgMIP 

Crop Experiment (ACE) database. The main aim is to be able to find datasets that are representative for e.g. a specific 

location based on similarity criteria or to find data based on specific patterns.  

3.2 Use Case Description 

This paragraph describes the generic use caǎŜ άCombined access to Trees4Future and AgMIP registered datasets for 

use in forestry and agronomic modelsέΦ ¢Ƙƛǎ ǳǎŜ ŎŀǎŜ ŎŀǇǘǳǊŜǎ different scenarios which evolved from the SemaGrow ς 

AgMIP stakeholder workshop held in June 2013 at Alterra in Wageningen, The Netherlands (see Appendix 4). It 

focusses on different challenges in the field of agro-environmental modelling that could benefit from using the 

semantic capabilities that will be offered by the SemaGrow infrastructure.  

 

Use Case Description 

Name 
Combined access to Trees4Future and AgMIP registered datasets for 
use in forestry and agronomic models    

Description 

Both the AgMIP and Trees4Future community require complex 
datasets as model input, which is usually composed from distributed 
base datasets, through processes like (parameter, spatial, temporal) 
sub selection, temporal or spatial up/downscaling, interpolation, 
dataset integration etc. 

Base datasets for modelling are stored in a data (triple) store. 
Through a semantic interface, users can query this triple store and 
determine which datasets are available for their purposes, e.g. 
running a specific model or generating derived datasets. They can 
select and download the data of their choice, where the system 
provides the required processing as specified by the user query. 
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Legal foundation(s) 

Both the AgMIP and Trees4Future data frameworks respect the 
access rights that apply to datasets as determined by the owners and 
the IPR.  

Trees4Future complies with the INSPIRE regulations where possible. 

Pre-condition 

The demonstrator query server component must have access to the 
SemaGrow integrative SPARQL endpoint.  

Datasets to be processed and provided by SemaGrow must be made 
available by their respective owners. 

Flow of Events - Basic Path 

Step 1 

The input datasets required for a model run are determined. This 
includes the requirements regarding required parameters, spatial 
and temporal extent, spatial and temporal resolution for the query to 
be run against the SemaGrow SPARQL endpoint. 

Step 2 

A targeted query, specifying (part of) the required dataset(s) is 
specified through the Trees4Future user interface. 

The researcher enters a query: 

- Contains = <list of variables> 
- Area = <description of geographic location or spatial extent> 
- Time period = <startyear ς endyear> 
- Spatial resolution 
- Temporal resolution 
- other specific conditions (situation specific) 

Step 3 

The user submits the query. The system evaluates the query 
exploiting the available semantics. It returns a list of available 
datasets that comply with the query specification. It is expected to 
return results: 

- Related to the requested variables - where the system 
should e.g. also discover datasets containing attributes that 
are synonym or closely related to the requested attribute. 

- Related to the requested spatial characteristics (spatial 
extent, resolution) - It could also include datasets containing 
only part of the area or extent or covering a larger area.  

- Related to the requested temporal characteristics (temporal 
extent, resolution) - It could also include datasets that only 
partially cover this period. 

- Taking into account additional case specific query conditions 

Results are returned with a score for relevance.  

Step 4 

The query results are evaluated by the user and if required the query 
is adapted or extended to better fit the needs of the specific case. 

Example: The researcher examines the result list returned by the 
system and its documentation (metadata) and decides to further 
detail the query to focus on the highest resolution datasets available. 
A plausible step could be that the user adapts the spatial or temporal 
resolution if data at the required resolution is scarce or unavailable. 

The user can iterate through steps 2 to 4 until the results meet his 
expectations. 

Step 5 

The user selects the dataset(s) that fit the best to his requirements 
and downloads the data. Through a set of SemaGrow semantic 
queries, the data are combined to generate a set of input files for the 
model which are ready to be used. The resulting dataset is returned 
to the user as a NetCDF file.  
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In its simplest form the data download consists of a single file, in 
which case usually a (variable, spatial, temporal) subset of one 
dataset is composed. If the result requires combining different 
sources, the complexity increases and data integration, 
up/downscaling and more complex selection mechanisms might be 
required to generate the final result. 

Step 6 (optional) 

The model is run based on the generated input files 

The researcher configures FORGEM to use the generated climate 
data set and runs the model. 

Step 7 (optional) 
Generated model output is again processed to the SemaGrow 
platform. 

Post-condition Model run is finalized. 

Actors 

End-users 
Forestry and agronomic researchers and modellers, policy makers, 
students. 

Information provider(s) 

- Trees4Future consortium 
- AgMIP network 
- Forestry research institutes 
- Agricultural research institutes 
- Met offices 
- Other data providers (e.g. for soil data) 

Information processors(s)/Brokers  

Information Source Output 

Description  The output of the use case are input datasets required for a specified 
run of a model 

Thematic scope  Food security, agriculture, modelling, climate change adaptation, 
forestry management, forestry genetics, climate, soil 

Base datasets Input datasets required for a specified run of a forestry model 

Approximate size of datasets: 10 GTriplets to several TTriplets 
depending on amount of data files required to implement the use 
case, largely depending on the amount of climate datasets to be 
included. 

Scale, resolution 
Various, depending on the specific application: point/location, grids 
at different resolutions/projections, regional, national, EU 

Documentation   

External reference http://www.agmip.org/it-team/ 

www.trees4future.eu  

Information Source Input 

Description 
A collection of data sets as mentioned below, being in effect a data 
library for forestry and / or agronomic modelling 

Thematic scope 
Food security, agriculture, modelling, climate change adaptation, 
forestry management, forestry genetics, climate, soil 

Base dataset(s) 

Datasets referenced by the use case: 

-  ISIMIP climate projections 

-  AgMIP ACE crop experimental database  

-  Trees4Future Clearinghouse metadata triple store 

-  European Soil Database (ESDB) 

http://www.agmip.org/it-team/
http://www.trees4future.eu/
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Table 3-1 - Use case description combined access to agronomic and forestry datasets for use in models  

 

Figure 3-2 ŘŜǇƛŎǘǎ ǘƘŜ ǎǘŜǇǎ ƻŦ ǘƘŜ ǳǎŜ ŎŀǎŜ άcombined access to Trees4Future registered datasets for use in forestry 

modelsέ in an activity diagram. Process steps that are affected by the integration with SemaGrow are indicated in 

orange.  
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Figure 3-2 - Activity diagram for combined access to datasets for agronomic and forestry modelling 

3.3 Current Implementation of the Use Case 

The Trees4Future as well as the AgMIP infrastructure currently only partly facilitate the described use case in an 

automated way.  

Trees4Future ς Collection of heterogeneous data as input for forestry models 

The Trees4Future interface allows users to perform queries through the Trees4Future semantic interface. The 

infrastructure facilitates semantic searches only over the metadata of registered datasets and its attributes.   

The main limitation of the current implementation is that the actual data itself is not triplified and semantically 

enriched and thus not queryable. In fact, in practice metadata according to e.g. Dublin Core, INSPIRE, ISO 19115 and 

other standards is generally limited to the dataset level. In the Trees4Future infrastructure the addition of attribute 

level metadata is facilitated on top of the metadata provided through these standards, which extends the practical 

-  Various sources of forestry genetics, e.g. E-Lab, GD2 

-  Forestry management datasets 
-  Forest inventory data 
-  EURURALIS Land use data 

Scale, resolution 
Various, depending on the specific application: point/location, grids 
at different resolutions/projections, regional, national, EU 

Documentation Various (e.g. www.eururalis.eu) 

External reference 
Sample data available in NetCDF:  http://opendap.cgi-
systems.nl/thredds/catalog/Alterra/Source/catalog.html 

Expected added value 

Expected value added 

Through the SemaGrow infrastructure the available metadata can be 
queried in the same way it is queried by the Trees4Future 
infrastructure. The SemaGrow infrastructures semantic capabilities 
on top of that allow to access (subsets of) the data itself and to 
combine from its data store data from different sources, types, and 
resolutions to be combined to a ready to use dataset for agronomic 
and forestry models 
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usability in the Trees4Future context to a large extent. However, semantic searches over the data itself are not 

supported. Moreover, semantically driven selections and generation of overlays from result sets are not featured. In 

practice this means that discovered data sources can only be downloaded as individual, full size datasets. All further 

processing like sub selections, up/downscaling, integration etc. to generate the required model input data has to be 

done locally either manually or semi-automatically using proprietary procedures.  

AgMIP - Local access to big climate data  

In the current situation a local climate researcher (e.g. residing in Africa) determines what kind of data is required to 

perform a specific regional climate adaptation assessment. Since the large amounts of data are not locally available 

and the infrastructure for providing fast and easy access to these data is not in place, a request is sent to the AgMIP 

team in the US. This team makes the right extractions from large scale climate data sets with many thousands of files, 

each file being several hundreds of MBs describing the global climate in NetCDF format. These limited size files are sent 

to the regional team. Such processes are usually tedious and time consuming. 

Exploiting the semantic features of SemaGrow, an application could be developed to be used by the regional team. 

Through a set of semantic queries, this application could access the SemaGrow SPARQL endpoint to directly select and 

combine subsets from the large scale climate datasets into a targeted dataset that can be used at the regional level. 

Firstly this would allow regional users to access these datasets using queries that are targeted to their geographical 

region, required spatial resolution and attributes without the necessary involvement of the central team. Secondly, it 

will result in result sets that are relatively light datasets which can most probably be downloaded real-time, even with 

the current technical limitations regarding Internet bandwidth. 

AgMIP ς Collecting and analysing heterogeneous crop experimental data to calibrate and validate crop models 

To calibrate and validate crop models a small scale but detailed and targeted data set must be selected from a large 

repository of available crop experimental data. In the current implementation of the application, the way of 

considering the data is mostly restricted to the combination of location, crop and year, without many other useful 

ΨŜƴǘǊŀƴŎŜǎΩ ƻǊ ǎǘŀǊǘƛƴƎ Ǉƻƛƴǘǎ ǘƻ ǘƘŜ ŘŀǘŀΦ 

Current steps for these queries are mostly manual steps:  

1. Email experts on the (criteria for) relevant experiments or download a large number of experiments from the 

ACE database;  

2. Input these into a local spread sheet, and analyse, make figures and graphs out of them, that provide the 

required insights;  

3. Extract the subset used for calibration and validation into JSON and crop model inputs while using the correct 

indices. 

More advanced ways of querying and pre-analysing the integrated dataset would greatly enhance the usability of the 

system for purposes of calibration and validation. It could help in discovering experiments based on a range of relevant 

characteristics, finding feasible values for missing data, for example ōȅ ǎŜŀǊŎƘƛƴƎ ŦƻǊ άƴŜŀǊōȅέ ŀƭǘŜǊƴŀǘƛǾŜǎ ōŀǎŜŘ ƻƴ 

case-dependent criteria, searching for patterns that could form the basis for experiment selection etc. Currently such 

exercises are only possible by downloading large amounts of data and local, manual analysis e.g. in Excel.   

3.4 Foreseen Use Case Implementation in SemaGrow 

For the SemaGrow implementation of this use case we foresee that not only metadata, but also (part of) the use case 

base datasets itself are congested into the SemaGrow infrastructure and are accessible through the SemaGrow 

SPARQL endpoint. By combining the existing semantic query interface (used in the Trees4Future infrastructure) with 

the ability to perform semantic searches over the data itself, this results in some major improvements regarding the 

overall usability for both AgMIP and Trees4Future users. Firstly, the current Trees4Future semantic interface could 

then be linked to the SemaGrow SPARQL endpoint, thus allowing types of queries over both Trees4Future and AgMIP 

related datasets that are currently not within the range of options. Secondly, the current manual and semi-automatic 

local procedures to process ǘƘŜ άǊŀǿέ Řŀǘŀ ŦƛƭŜǎ ǇǊƻǾƛŘŜǎ ǘƘǊƻǳƎƘ ǘƘŜ ǎȅǎǘŜƳ ŎƻǳƭŘ ōŜ ǊŜǇƭŀŎŜŘ ōȅ ŀ ǎŜǘ ƻŦ {t!wv[ 

based queries delivering customized datasets for modellers. 
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On this basis functionality to perform a range of query functions could be developed, extending the capabilities offered 

by SemaGrow in several iterations from the most basic to more advances applications. The following levels are 

envisaged: 

Querying data subsets 

These types of queries would be restricted to providing subsets of existing data sources, possibly combining variables 

from multiple sources. Examples of possible types of queries are: 

-  Provide available crop experimental data: 

o for the Mediterranean area 

o where crop = sunflower 

o where soil type = sandy soil  

-  Provide soil type and land use type: 

o for the Belgium territory 

o as a gridded dataset, on a spatial resolution <= 25 km 

o as an integrated set containing soil type and land use type in the same resolution 

-  Query for experiments based on parameter values of some crucial input parameters of crop models, search 

outliers, or averages, or relevant experiments independent of location or year, for example: 

o Temperature 

o Planting date 

o Rainfall 

o Harvest date 

-  Query for data using conditions for crop management related parameters, for example, Irrigation, N-total 

application or tillage throughout experiments and geographical locations, which could facilitate the 

application of the translators to many different applications, for example in water modelling.  

! ǎŀƳǇƭŜ ǇǎŜǳŘƻ ǉǳŜǊȅΥ ΨǎŜƭŜŎǘ ǘƘŜ ǎƛǘŜǎ ƛƴ YŜƴȅŀ ǘƘŀǘ ǳǎŜ ŀŘǾŀƴŎŜŘ ǘŜŎƘƴƻƭƻƎȅ ōŀǎŜŘ ƻƴ ŦŀǊƳ ǎǳǊǾŜȅǎΩ 

-  Search through and compile data on cultivar varieties. Many of the crop models work with cultivar 

specifications that are have not been put next to each other. Being able to rapidly querying them as a RDF 

resource would allow easy comparison and linking to the crop ontology (see cropontology.org). 

For such relatively simple types of queries the expectations of stakeholders are that they can be performed on-the-fly.  

Expected response times for these types of queries are in the range of some seconds to possibly a few minutes for the 

more complex queries in this category. 

Querying integrated data subsets 

This extension would include the processing of various source datasets with heterogeneous spatial and temporal 

dimensions to one homogeneous dataset, providing the required spatial and temporal resolution. This would include 

the up/downscaling of data to a unified resolution as well as the filling of data gaps with additional data from less 

preferent data sets. 

-  Provide daily temperature, precipitation: 

o for South Africa  

o as a gridded dataset, on a spatial resolution <= 25 km 

o as an integrated set containing temperature and precipitation in the same resolution 

o on a daily basis 

o derived from source datasets providing climate data on 0.5 x 0.5 degrees 

o possibly filling data gaps with additional data from other less preferent datasets 

-  Provide available crop experimental data: 

o for the Mediterranean area 

o where crop = sunflower 

o where soil type = sandy soil  
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o Add missing values based on experiments nearby. E.g. certain experiment might miss a crucial 

parameter value for a crop model. By querying for the mean parameter value of experiments close 

by geographically a reasonable estimate of the parameter value could be obtained. 

These kinds of data integrations usually include manual and semi-automated steps and currently are both time and 

resource consuming. The expected processing time varies from some hours to possibly even weeks depending on the 

availability of experts. Stakeholder expectations for the performance of such queries are in line with that. Although on-

the-fly delivery of results would be preferred, if more feasible also the off-line, maybe even overnight delivery of the 

target dataset, with processing time of several hours would be acceptable. 

Including semantic search criteria 

Exploitation of the semantics of the datasets and the semantic capabilities of SemaGrow could provide a way of 

looking at the data in many different ways, and thus extract relevant insights that improve the modelling, even if not 

using it directly in the model. These kinds of applications would greatly enhance the analysis capabilities required 

when calibrating and validating crop models. Queries could include the discovery and exploitation of patterns (e.g. land 

use or climate related patterns)  

Some examples: 

-  Query data related to identify interesting patterns.  

An example ǇǎŜǳŘƻ ǉǳŜǊȅΥ ΨSelect ȅƛŜƭŘ ǎƛƳǳƭŀǘƛƻƴǎ ŦƻǊ ŀƴ ŜƴǾƛǊƻƴƳŜƴǘŀƭ ȊƻƴŜ Ψ[ƻǿƭŀƴŘΩ ƛƴ Ƙƻǘ ȅŜŀǊǎ ƛŦ 

ƳŜŀǎǳǊŜŘ ōȅ ǘŜƳǇŜǊŀǘǳǊŜΦΩ 

-  Characterize the weather patterns in weather data, either searching for extremes, or classifying weather in 

periods as warm, cold, wet, unstable, or dry, thereby providing context to the runs with crop models and 

embedding the experimental data. 

-  vǳŜǊȅ Řŀǘŀ ŦǊƻƳ άǎƛƳƛƭŀǊ ŀǊŜŀǎέ ǘƻ ŦƛƴŘ ŀƭǘŜǊƴŀǘƛǾe data if data for a target region is scarce or absent. E.g. 

select crop experiments from areas with similar soil type and in similar climate zone. 

For such queries to work, at least a number of actions are required. First of all, the JSON common format files need to 

be converted to RDF. Moreover, the semantics need to be enriched (for example: what is a hot year? what is 

lowland?); subsequently, relevant types of outputs need to be collected on a larger scale. Obviously the RDF files need 

to be made available behind the SPARQL end point of SemaGrow. 

For this group of queries the expectations of stakeholders are that they can be performed on-the-fly.  The expected 

response times for these types of queries are in the range of some seconds to maybe a few minutes for the more 

complex queries in this category. 
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4. wŜŀŎǘƛǾŜ 5ŀǘŀ !ƴŀƭȅǎƛǎ ¦ǎŜ /ŀǎŜ 

4.1 Background 

This use case focuses on three aspects: aggregation of a large number of relevant data sources (even if not available 

through Web Services but only as HTML Web pages), temporal dimension of data and information, and response time. 

On the one hand, it is important that users can always access the latest data available on a topic. On the other hand, 

άǊŜŀŎǘƛǾƛǘȅέ Ƴŀȅ ŀƭǎƻ ōŜ ƛƴǘŜǊǇǊŜǘŜŘ ƛƴ ǘŜǊƳǎ ƻŦ ǊŜǎǇƻƴǎŜ ǘƛƳŜΣ ƛΦe., how much time elapses between the issue of a 

query and when results are returned to users. Based on our experience, and on the interaction with our stakeholder, 

we notice that the former issue may be often more problematic than the latter. In fact, while acceptable query 

response time is nowadays generally offered to users, it is not so much the case for the possibility of querying the 

latest data. One of the envisaged advantages of publishing linked data, as opposed to exposing traditional databases, is 

exactly this possibility of offering access to datasets constantly up-to-date, and for which the integration with other 

datasets may come with a relatively small implementation effort.  

This use ŎŀǎŜ ƻƴ άǊŜŀŎǘƛǾƛǘȅέ then focuses on providing users with aƴ άƛƴǘŜƎǊŀǘŜŘέ access to the most relevant data, 

and of various types, not only textual data, but also statistical, and distribution data. Once data is searched and 

accessed, it will have to be analyzed by the user, so the appropriate support should be provided to her. A concern of 

speed of response time will quite naturally always be present. 

Another important aspect of being reactive is the possibility to provide users with as much information as possible, 

achieving a very high precision on specific topics. This aspect results in aggregating many data sources available on the 

Web, with a mechanism to guarantee precision and the access to the latest version of a dataset. It is not important 

that data are provided through a Web Service or a Sparql endpoint by the data provider itself, but a mechanism to 

crawl the Web and provide extracted information through a Sparql endpoint is needed. 

C!hΩǎ ŀŎǘƛǾƛǘƛŜǎ ŎƻǾŜǊ ǾƛǊǘǳŀƭƭȅ ŀƭƭ ŀǊŜŀǎ ǊŜƭŀǘŜŘ ǘƻ ŦƻƻŘ ŀƴŘ ŀƎǊƛŎǳƭǘǳǊŜΣ ƛƴŎƭǳŘƛƴƎ ŀƎǊƛŎǳƭǘǳǊŀƭ ǇǊƻŘǳŎǘƛƻƴ ŀƴŘ 

environmental issues, technical and policy issues, and assessment of the state of food in the world.  Therefore the 

temporal dimension is ubiquitous, as well. For example, the notion of food security is gaining increasing importance as 

a measure to assess the access to food of a given population, and its stability in the future. Food security assessment 

has agricultural information at its basis, but it is not limited to it, as it involves looking at the availability of food in the 

region, the general political and economic condition of the area, the amount of recent and future agriculture yields, 

the amount and age of the population considered, but also their general health conditions and educational level. 

Comparison with neighboring areas, or with past experiences in the same areas, is also of help. In other words, this is 

an intrinsically multi- and cross-disciplinary field.  

In deliverables D2.2.1 and D2.2.2, we provided a description of the datasets considered for inclusion in the project, and 

for use within this use case. They include a wide range of resources covering different aspects of studies and discourses 

on agriculture. We have identified repositories related to the people and institutions doing work on agriculture, 

including the datasets and applications they produce (CIARD RING, AgriVIVO). As for the output of their work and 

study, we have focused on a selection of data types that we consider quite representative of our domain: we have 

datasets of bibliographic documents and full texts (e.g., AGRIS2 and the corporate document repository of FAO and its 

catalogue), and a controlled vocabulary largely used to annotate resources in agriculture (AGROVOC), but also 

statistical data, distribution maps and documents reporting missions about biodiversity. In addition to that, according 

to the deliverable D6.1.2, we will provide a mechanism for the automatic discovery of any kind of resources from the 

Web, presenting them to the user while looking for a specific topic. The Stakeholder consultations we conducted (See 

Chapter 2 and the appendices to this document), combined with our own professional experience as information 

managers working for domain experts, gave us some additional input about the development of such a mechanism for 

                                                                 

2 http://agris.fao.org 



 D2.1.3 Envisaged Applications and Use Cases FP7-ICT-2011.4.4 

Page 22 of 83 

crawling the Web and automatic discover of resources, which will help us in providing users with as much information 

as possible about specific topics, ensuring high precision and the access to latest version of data.   

4.2 Use Case Description 

In this section, we elaborate on the requirements phrased above, and identify a use case meant to provide mid-level 

descriptions of the functionalities that will be implemented in the SemaGrow demonstrators (WP6). The main goal to 

achieve is the possibility to the user to retrieve as much relevant information as possible from the Web, presenting all 

results in a single page. 

Below, a possible scenario for systems oriented to supporting reactive data analysis is described.  

Let our user be an information officer within a governmental institution, ƭŜǘΩǎ ǎŀȅ the Japanese Ministry of 

Environment. {ƘŜ ǉǳŜǊƛŜǎ ǘƘŜ ǎȅǎǘŜƳ ŦƻǊ άŎƭƛƳŀǘƛŎ ŘŀǘŀέΦ ¢ƘŜ user is allowed to add filters according to her interests: 

the user selects άclimatic factorsέ ŀƴŘ άǘŜƳǇŜǊŀǘǳǊŜέ. The system returns a list of results from a central database and 

the user selects one of those results. The assumption is that, once a result is selected, the system can choose the 

possibly relevant datasets out of all those accessible, and can run selective queries against them, to provide the user 

other relevant information related to the topic she is interested in. The system also provides relevant information 

dynamically extracted from the entire Web. The result is shown in some forms, e.g. as tables and/or maps, together 

with appǊƻǇǊƛŀǘŜ ǇǊƻǾŜƴŀƴŎŜ ƛƴŦƻǊƳŀǘƛƻƴέ.  

The following table provides a compact view of the use case, describing the basic flow of actions during the interaction 

between a user and a system supporting Reactive Data Analysis.    

 

Use Case Description 

Name Reactive Data Analysis  

Description 

In this use case the focus is on the possibility of extracting 
agricultural information from the Web and querying various 
datasets related to agriculture. The user interacts with a system 
that can suggest the dimensions available for query, and locate the 
datasets containing (or likely to contain) the relevant data.    

Legal foundation(s) 

The assumption is that data access policy of each institution 
producing the data is respected, when data have been published as 
a service. For data obtained crawling the Web, the link to the 
source webpage is provided. 

Pre-condition User is provided with a GUI for querying datasets.  

Flow of Events - Basic Path 

Step 1 

The user access a Web interface where it is possible to issue 
queries. The user may submit a term or a phrase as queries 
(autosuggestion is provided). It is also possible to issue queries that 
cover more than one dimension, including the spatial dimension.  

Step 2 

The user specifies that what she is looking fƻǊ ƛǎ άŎƭƛƳŀǘƛŎ Řŀǘŀέ ƛƴ 
άWŀǇŀƴέΦ Thanks to the possibility of accessing a thematic 
organization of data, the user is allowed to add some filters: user 
selects άclimatic factorsέΣ ŀƴŘ άtemperatureέ.  The system returns a 
list of results from a central database and the user selects one of 
those results. 

Step 3 

By selecting one of the results, the user is presented with a number 
ƻŦ άǊŜƭŀǘŜŘέ ǊŜǎƻǳǊŎŜǎΣ ƛΦŜΦ ƛƴŦƻǊƳŀǘƛƻƴ ǎƻǳǊŎŜǎ ƻŦ ǾŀǊƛƻǳǎ ǘȅǇŜǎ ŀƴŘ 
coming from different sources available on the Web. These will 
include: textual documents, news, related statistical databases, and 
maps.  
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Table 4-1 - Use case description Reactive Data Analysis  

 

Step 4 
The user may select any of the related resource and navigate the 
results.  

Post-condition The system is ready for new queries. 

Actors 

End-users Domain, experts, information officers, managers 

Information provider(s) 
Various, with a preference for institutional data. See data sets 
described in D2.2.1 and the process of crawling the Web described 
in D6.1.2 

Information processors(s)/Brokers All datasets are in the public domain 

Information Source Output 

Description  A subset of the Information Source Input, selected according to the 
ǳǎŜǊΩǎ ǉǳŜǊȅΦ 

Thematic scope  See Information Source Input. 

Base datasets See Information Source Input.   

Scale, resolution  When applicable, same as Information Source Input. 

Documentation  Documentation available from the datasets considered in 
Information Source Input. 

External reference n/a 

Information Source Input 

Description  Data input for this use case is selected on the basis of relevancy 
with respect to the agriculture sector, especially for assessing the 
state of food and agriculture condition on a global level.  

Thematic scope  Agriculture in a broad sense, including data on agricultural 
production, research results on agricultural techniques, food trade 
and access to food.    

Base dataset(s) A central database of bibliographic resources in the agricultural 
domain is provided. The main goal is to include all the possible 
relevant pieces of information related to agriculture and available 
on the Web. Another expectation is to include up to 10 different 
datasets, representative of the data types needed to do reactive 
data analysis in the agricultural context. For details, see SemaGrow 
deliverables D2.2.1 and D6.1.2.   

Scale, resolution  Global/regional/national coverage 

Documentation  Same documentation provided by original data sources. See 
SemaGrow deliverable D2.2.1 and D2.2.2. 

External reference As above.  

Expected added value 

Expected value added 

The user can retrieve many types of information, relevant to a 
specific topic. All the retrieved information is provided altogether, 
without the need for the user to go to a Web search engine and 
make multiple queries.  
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4.3 Current Implementation of the Use Case 

Among various publications and online services provided by FAO, AGRIS (that was recently merged with OpenAGRIS, 

the Linked Data version of it) is consolidating its leading role as a hub to agricultural information.  AGRIS is the 

bibliographic dataset maintained by FAO since 1974 to make information on agriculture research globally available. In 

its long history, the AGRIS database grew up continuously and currently it contains more than 7.7 million of 

bibliographic references in agriculture, coming from about 150 data providers from 65 different countries. So AGRIS is 

also a partnership of many national centers and institutions that cooperate to grow up the database. AGRIS is also a 

Web portal 3 where users can query the AGRIS database. Furthermore, AGRIS is an RDF-aware system, which allows 

linking the AGRIS database to external sources of information. The linking backbone of AGRIS is AGROVOC, and 

through that, users may gain access to relevant related information. The table below depicts a schematic 

representation of the current AGRIS architecture.      

 

Figure 4-1 - Architecture of AGRIS. 

 

Figure 4-1 highlights the role of the AGROVOC index in providing a unified access to the data sets to consider. The 

AGROVOC index is built based on the AGROVOC database, also shown in the picture. One may also notice that the 

components covering the multilingual issue that we described above. 

Thanks to use of AGROVOC tags to annotate resources, one single query results in a variety of pieces of information 

shown to the user: textual information (including related documents from different document repositories), 

information and other documents by the same authors of the publication at hand, and also some selected statistics 

related to the topic, maps and what is accessible from various data sources by using the same tags.  

Currently, AGRIS is based on four internal FAO RDF datasets: 

-  The AGRIS records dataset, the direct translation of AGRIS XML database to RDF. Considering that AGRIS 

contains more than 7.7 million of XML records, this new dataset consists of 200 million triples. 

                                                                 

3 http://agris.fao.org/  
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-  The AGROVOC w5C ŘŀǘŀǎŜǘΥ !Dwh±h/ ƛǎ ǘƘŜ ǿƻǊƭŘΩǎ Ƴƻǎǘ ŎƻƳǇǊŜƘŜƴǎƛǾŜ ƳǳƭǘƛƭƛƴƎǳŀƭ ŀƎǊƛŎǳƭǘǳǊŀƭ ǾƻŎŀōǳƭŀǊȅ 

that contains close to 40,000 concepts in 22 languages covering subject fields in agriculture, forestry and 

fisheries together with cross-cutting themes such as land use, rural livelihoods and food security. 

-  ¢ƘŜ !DwL{ ƧƻǳǊƴŀƭǎ ŘŀǘŀǎŜǘΥ ǎƛƴŎŜ ǘƘŜ тфΦрп҈ ƻŦ !DwL{ ǊŜŎƻǊŘǎ ŀǊŜ ƧƻǳǊƴŀƭΩǎ ŀǊǘƛŎƭŜΣ ǿŜ ŎǊŜŀǘŜŘ ŀ ŘŀǘŀǎŜǘ ƻŦ 

more than 22,000 agricultural journals with complete information about each journal (ISSN, start date, 

ŦǊŜǉǳŜƴŎȅΣ ǇǳōƭƛǎƘŜǊΧύΦ 

-  The AGRIS centres dataset, which contains information about data providers, thus the AGRIS source of 

information. 

Also, AGRIS hooks to the following external datasets, linked to AGRIS records by the usage of semantic technologies 

and AGROVOC as a backbone: 

-  DBPedia 

-  World Bank 

-  Nature OpenSearch  

-  FAO Country Profiles 

-  FAO fisheries dataset 

-  GBIF (Global Biodiversity Information Facility) 

-  IFPRI (International Food Policy Research Institute) 

-  Bioversity International 

Altogether, these external datasets amount to tens of millions of items, and it is moving towards even bigger figures. In 

particular, possible future directions for the development of AGRIS include increasing the number of accessed 

datasets. But the most important improvement will be the possibility of crawling the entire Web, discovering resources 

in the agricultural domain, and showing such discovered resources when the user searches for specific topics in the 

AGRIS system. Details about crawling the Web and giving semantic meaning to discovered resources are available in 

D6.1.2. 

4.4 Foreseen Use Case Implementation  

In order for the current implementation of AGRIS to accommodate the functionalities for Reactive Data Analysis, the 

use case presented above is being implemented. Moreover, we also aim at providing access to a significant subset of 

the data described in D2.2.2. The semantic mash-up implemented by AGRIS is proving to be very effective and scalable, 

with a high level of precision. Therefore one the next moves will consists in normalizing the way data is accessed by 

AGRIS. While now a combination pushing and pulling approach is used (as shown in the figure below), the future will 

be based on access to RESTful web services or SPARQL endpoints wherever possible.  
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Figure 4-2 - Current data workflow in OpenAGRIS. 

Quite naturally, changing the way datasets are accessed will cause also changes in the way data is normalized for 

consumption within a mash-up-like application as summarized in the figure below.   

 

 
Figure 4-3 - Foreseen future AGRIS workflow. 

 

What we consider important, is that when scaling up the amount of data and data sources accessible, the usability and 

understandability of the data do not degrade. In other words, data presentation, summarization, and human computer 

interaction issues are all part of the data analysis concern on dealing with big data.  
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5. wŜŀŎǘƛǾŜ wŜǎƻǳǊŎŜ 5ƛǎŎƻǾŜǊȅ ¦ǎŜ /ŀǎŜǎ 

5.1 Background 

For the use case Reactive Resource Discovery, based on the recommendations of the reviewers, from the two 

demonstrators that were originally selected, AgLR toolkit and Agricultural Discovery Space (ADS), we will focus on ADS 

with the support of the semantic search tools of SemaGrow infrastructure. ADS will be realised covering the research 

needs of educators and trainers in the areas of Food Safety and Agricultural Research Information to explore specific 

ways to cover their requirements in order to find material for their activities. 

Any agricultural data discovery space either it is part of a web portal or it is part of a tool like the AgLR toolkit, is based 

on the Agricultural Data Platform that AK has developed. In order to improve the discovery experience of the user we 

need to improve the Search API that the Agricultural Data Platform provides to the developers of the discovery 

applications. Therefore, the use case of Reactive Resource Discovery will mainly focus on how the data platform can be 

improved through the results of the SemaGrow project. The improvements will be reflected both at the layer of the 

APIs that the data platform is exposing and at the layer of the front end discovery applications.  

The ADS case will focus on how the agricultural data platform could be enhanced in order to allow multiple and diverse 

data sources with specialised educational and research content to be searched, accessed and interlinked with the 

aggregated (by the platform) content. In specific, the existing agricultural data platform aggregates metadata 

describing mainly educational and bibliographic resources. However, the existing platform is neither scalable nor 

efficient for handling too many different types of resources described by heterogeneous data. 

The expectation is that ADS may demonstrate the efficiency of SemaGrow technologies, in particular for what concerns 

the reactive discovery of resources described in different contexts. In the ADS case, the perspective from which 

multiple heterogeneous and diverse data sources are considered is the one of Food Safety and Agricultural Research 

Information, during which the users need to cope with reactive resource discovery in order to be able to find, reuse 

and exploit data resources.  

In order to provide meaningful and efficient agricultural data discovery services to the end users, AK plans to improve 

its data platform at the following directions 

¶ Support and link heterogeneous data sources. Currently only specific data types can be supported, namely 

bibliographic and educational, and for any new data type it is required to set up a new customized instance of 

the data platform. The customization consists in creating new data model for the database, new transformers 

for the new data type, and revising existing processing components. In addition to that, the final index that is 

created can be connected only through aligned or common classifications to the other existing data types. 

This means that federated query is not possibly for all the data types supported by the data platform. The 

process of supporting a new data type is costly and time consuming.   

¶ Support reactive response discovery. Currently querying two or more different data types is implemented as 

a parallel call to two or more APIs. This highly reduce the user experience as concerns the data 

discoverability. More specifically, user cannot perform complex queries and needs to perform more clicks to 

discover the content that he is seeking for. 

¶ High efficiency. Currently AK needs to install a new data platform instance in new cloud infra (at least 4 VMs) 

every time that a new data type should be supported. Moreover, at the front end applications with high 

visibility there are cases in which resources are consumed to call APIs that are not available or that cannot 

provide the requested information due to low content coverage. 

 

The Agricultural Data Platform can be connected with a global Open Agricultural Data Registry provided by directories 

like the CIARD RING (http://ring.ciard.net/) of FAO where all the data sources are described and published in machine-
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readable format.  Such global directories can work as information backbones for the ecosystem of stakeholders such as 

data scientists, developers, and SMEs that would like to use the available open agricultural data to develop new 

meaningful services for the end users. One of the main business objectives of AK is to build a data shop for open 

agricultural data that will be based on the agricultural data platform. Since heterogeneity in such data shop is a typical 

challenge, a basic enabler for such agricultural data shop will be the SemaGrow software stack.  

5.2 Use Case Description 

Use Case Description 

Name Agricultural Discovery Space (ADS)  

Description 

The ADS helps educators at various educational levels to find material 
that they can use in their teaching activities. ADSs are currently 
developed to cover the discovery needs of different agricultural 
communities but so far the content discovery is limited to a single 
type of content e.g. educational.  

Legal foundation(s) 
The IPR of the content should be respected during the aggregation of 
metadata and the use of material by users. 

Pre-condition 
Metadata for different type of content should be triplified and 
provided through a single API. 

Flow of Events - Basic Path 

Step 1 Educator is visiting a ADS 

Step 2 He is entering a search query or using the browse functionalities 

Step 3 A results set of educational material is presented to the user 

Step 4 Educator is using facets to narrow down the results set 

Step 5 
Educator click on specific results to show more information and to 
access the learning resource 

Post-condition 
All the metadata of learning resources are aggregated, indexed and 
provided through a single API 

Actors 

End-users Educators 

Information provider(s) 
AGRIS, BHL, GBIF, Organic.Edunet, VOA3R, Europeana, YouTube, 
Flickr 

Information processors(s)/Brokers 
All the resources are provided through an ADS like  
http://www.greenlearningnetwork.org/organicedunet/ . 

Information Source Output 

Description 

The use case should generate a comparison between the 
performance of the original implementation of the ADS and the 
implementation based on semantic technologies. This performance 
can be measure in time, accuracy of the search results, user 
experience but also in flexibility of the different queries to external 
sources. A quantified assessment of these factors will be feasible only 
if analytics related to the different steps of the ingestion process will 
be stored for further analysis. 

Thematic scope 
Discovery spaces that can be used by communities such as educators 
working in the area of viticulture, food safety, organic agriculture or 
other. 
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Table 5-1 - Use case description Agricultural Discovery Space (ADS) 

5.3 Current Implementation of the Use Case 

The Agricultural Data Platform is an open system that can aggregate data from various data sources, store, enrich, 

ǘǊŀƴǎŦƻǊƳ ŀƴŘ ƛƴŘŜȄ ǘƘŜƳ ƛƴ ƻǊŘŜǊ ǘƻ ǇǊŜǇŀǊŜ Řŀǘŀ ǘƻ ōŜ άŎƻƴǎǳƳŜŘέ ōȅ ŘŜǾŜƭƻǇŜǊǎ ŀƴŘ ŀǇǇƭƛŎŀǘƛƻƴǎΦ 

 

Base datasets 

Educational resources that exist in federations like Organic.Edunet, 
relevant publications from AGRIS, relevant literature from BHL, 
multimedia content from social sites like YouTube and Flickr.  

Approximate size of datasets: currently 1 GTriplets but it is estimated 
to reach 1,5 GTriplets by 2015. 

Scale, resolution regional, national, EU, world 

Documentation http://wiki.organic-edunet.eu/ 

External reference http://www.greenlearningnetwork.org/organicedunet/ 

Information Source Input 

Description 

Agriculture related resources that exist in federations like 
Organic.Edunet, relevant literature/ publications and other types of 
related data from AGRIS, BHL, IFPRI, NAL, JIFSAN,   OKR World Bank, 
relevant multimedia content from social sites like YouTube and Flickr. 

Thematic scope 
Educational resources related to  organic agriculture, agro-ecology, 

viticulture and other related topics 

Base dataset(s) 

Educational resources that exist in federations like Organic.Edunet,  
relevant literature/ publications and other types of related data from 
AGRIS, BHL, IFPRI, NAL, JIFSAN,   OKR World Bank , multimedia 
content from social sites like YouTube and Flickr. 

Scale, resolution regional, national, EU, world 

Documentation Various from the Information providers 

External reference http://wiki.organic-edunet.eu/ 

Expected added value 

Expected value added 

-  The educator will be able to search simultaneously in many 
external sources with different type of content e.g. 
learning, publications, genetic resources 

-  The results will include only relevant resources to the user 
query 

-  The results will be enhanced due to the interlinking and 
finding interesting relationships among ingested and non-
ingested resources of several types 

-  The user will be able to make complex queries  

-  discovery of relevant resources to viticulture with very 
good performance that will improve the user experience 

-  The user will have a mechanism for filtering the origin of 
resources in the response of a query and select only 
trusted sources 
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Figure 5-1 - Agricultural Data Platform 

 
The backend of the system is an aggregator with a number of steps for supporting the acquisition and maintenance of 
the metadata records from different content providers 
 

 
Figure 5-2 ς Metadata Aggregation Workflow 

The various steps of the aggregation workflow are presented in the last figure. More specifically the workflow for 

metadata acquisition includes: 

¶ The ingestion step: the first step consists of ingesting all the metadata records from a remote site of a content 

provider. Metadata standards such as OAI-PMH are used in most cases. 

¶ The filtering step: filtering is a step consisting of discarding incoming records considered as inappropriate 

either because the object it describes is inappropriate (e.g., in a collection of educational resources, discarding 

metadata describing resources covering topics not related toάhǊƎŀƴƛŎ !ƎǊƛŎǳƭǘǳǊŜέ ŀƴŘ ά!ƎǊƻŜŎƻƭƻƎȅέ) or 

because the record is syntactically incorrect. The latter can be seen as a light form of validation that focuses 

on detecting errors that can potentially compromise the correct functioning of the aggregation service.  
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¶ The identification and deduplication step: during this step, a software component is used to compare new 

metadata records to the existing ones to see if the objects they describe are already referenced in the 

catalogue.  

¶ Transform into internal format: this step is used to transform the XML versions of the metadata records to 

JSON files that follow the principles of an abstract data model. This step requires transformers capable to 

convert the various formats and application profiles of the metadata records collected at step 1 into the 

internal format.  

¶ Link checking: this step is responsible for checking if the URL for accessing the learning object is broken or not. 

For all learning objects for which the location included in the metadata record has been recognised as broken, 

the index is updated accordingly in an automatic way.  

¶ Post processing: there are cases in which there is a need to normalize the metadata records in order to avoid 

problems in the front-end applications. Such example is the normalization of language attributes values for 

ǘƛǘƭŜ ƛƴ 9ƴƎƭƛǎƘ ǿƘƛŎƘ Ƴŀȅ ōŜ ǇǊƻǾƛŘŜŘ ŜƛǘƘŜǊ ǳǎƛƴƎ άŜƴέ ƻǊ άŜƴƎέΦ Lƴ ǘƘƛǎ ŎŀǎŜ ǘƘŜ Ǉƻǎǘ ǇǊƻŎŜǎǎƛƴƎ ǎǘŜǇ ǿƛƭƭ 

normalize all the values so they can use the correct ISO code for the language.   

¶ Enrichment: this step can be used to enrich the metadata elements of some collections.  

¶ Store and publish records: the final step of the metadata aggregation workflow is the storage in a repository 

of all the new metadata records that have successfully passed the de-duplication and URL checking step. They 

are stored on the file system where they are organized by sets. This consolidated metadata store is exposed 

to a web server so that records can be easily access online. A typical URL is of the form http://catalogue-

name/FORMAT/set/identifier.extension, e.g. http://metadata /LOM/GREENOER/12345.xml  

Also, this step consists of the metadata publishing through standard protocols and APIs, one supported by the 

repository and the other by a stand-alone web application. In order to provide a friendly way to access the 

aggregated and processed metadata, a RESTful API allows several search options over the indexed metadata 

records (JSON files) following the internal format.  In specific it allows the users (or applications) to make the 

following type of queries:  

1) Simple text-based search,  

2) Searching within specific fields (metadata),  

3) Fetching specific resources given an identifier,  

4) A combination of text-based search with faceted search,  

5) Filtering resources according to dates mentioned in specific fields but not with date ranges. 

Regarding the described data platform, one major issue is that high quality mappings and transformations are needed 
to be defined and implemented by experts in order to integrate new different types of resources. Such a procedure 
costs in terms of human resources and time required until a new data source is available through the index.  

5.4 Foreseen Use Case implementation in SemaGrow 

The following figure depicts the foreseen general architecture. In the new architecture, the new discovery services will 

be set up on top of the existing data platform enhanced by providing access to more metadata through SemaGrow 

powered search API. The green parts in the diagram correspond to SemaGrow revisions in the Data Platform for 

Agricultural Data Discovery. 

http://catalogue-name/FORMAT/set/identifier.extension
http://catalogue-name/FORMAT/set/identifier.extension
http://metadata.agroknow.gr/LOM/GREENOER/12345.xml
http://54.228.180.124:8080/search-api/#simple
http://54.228.180.124:8080/search-api/#search-specific-fields
http://54.228.180.124:8080/search-api/#search-specific-items
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Figure 5-3 - Agricultural Data Platform supported by SemaGrow software stack 

aƻǊŜ ǎǇŜŎƛŦƛŎŀƭƭȅΣ ōȅ ǘŀƪƛƴƎ ŀŘǾŀƴǘŀƎŜ ƻŦ ǘƘŜ ǇǊƻƧŜŎǘΩǎ technology we plan to enhance the data platform towards the 
following dimensions: 

Å Provide to users the ability to access and reuse more resources of several types 
Å Provide the capability to cover more information needs of users through APIs with higher expressivity 
Å Have a provenance mechanism for filtering the origin of resources in the response of a query 
Å Enhance the current data platform to be more robust and automatic: Minimize the effort required of 

vocabularies and metadata alignment 
Å Interlinking and finding interesting relationships among ingested and non-ingested resources of several 

types  
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6. Cƛƴŀƭ wŜƳŀǊƪǎ 

In this document, the outcomes of the stakeholder meetings held in the frame of the SemaGrow project have been 

translated to a set of use cases. The starting point for this exercise was the three categories of use cases that have 

been defined at the start of the SemaGrow project: άIŜǘŜǊƻƎŜƴŜƻǳǎ 5ŀǘŀ /ƻƭƭŜŎǘƛƻƴ ϧ {ǘǊŜŀƳǎέΣ άwŜŀŎǘƛǾŜ 5ŀǘŀ 

!ƴŀƭȅǎƛǎέ ŀƴŘ άwŜŀŎǘƛǾŜ wŜǎƻǳǊŎŜ 5ƛǎŎƻǾŜǊȅέΦ Because each of these groups of use cases is associated with a specific 

community of stakeholders and specific applications, there are obviously quite some differences regarding the 

stakeholderǎΩ ŜȄǇŜŎǘŀǘƛƻƴǎ ŀƴŘ requirements, the way these translate into the presented use cases and the way in 

which it is expected that applications will eventually benefit from the semantic technologies developed in the 

SemaGrow project.  

Clearly, the target user groups of the described use cases vary quite a lot, from data managers to end users and from 

educators to scientists and policy makers. This also applies to the use cases, their functionalities and their current 

implementations. While some use cases are based on existing, largely automated processes and mature applications 

that will benefƛǘ ŀǎ ƛǎ ǘƘǊƻǳƎƘ άǇƭǳƎƎƛƴƎ ƛƴǘƻ the SemaGrow infrastructureέ, for others the integration with SemaGrow 

will involve more drastic changes from the user perspective, for example because manual processes are being replaced 

or because data sources need to be (re)organized.  Moreover, the character of the data sources involved differs 

considerably from relatively uniform and standardized (meta)data to more complex and multidimensional (e.g. 

statistical, temporal, spatial) data. Some of the described use cases acts on data sources that are already provided 

through standardized data services, while others use more loosely organized data sources. 

In general there is agreement regarding the expectations that stakeholders have concerning aspects like performance, 

and efficiency. Obviously, stakeholders expect to gain efficiency and would at least opt for comparable if not better 

performance.  However, the implications for the respective use cases are diverse. While some use cases that are based 

on existing processes and mechanisms can objectively compare performance and efficiency with the existing 

implementation, other use cases face the introduction of a range of functionalities that currently can only be 

performed manually or semi-automatically. In that case, requirements will be highly ŘŜǘŜǊƳƛƴŜŘ ōȅ ǘƘŜ άōǳǎƛƴŜǎǎ 

ǇǊƻŎŜǎǎŜǎέ ƛƴǾƻƭǾŜŘΦ 9ǎǇŜŎƛŀƭƭȅ ƛƴ ǘƘŜ ŎŀǎŜ ƻŦ άIŜǘŜǊƻƎŜƴŜƻǳǎ 5ŀǘŀ /ƻƭƭŜŎǘƛƻƴ ϧ {ǘǊŜŀƳǎέ the current situation 

involves quite some manual and time consuming activities on large sets of data. These use cases will benefit to a large 

extent from the automation of some currently manual work, while expectations regarding performance are modest.  

Regarding scalability we consider that the nature of the SemaGrow project and its objectives imply that stakeholders 

will by definition expect that implementations of use cases are scalable by design.   

In the individual use case descriptions, we have clarified as much as possible in this phase of the project the 

characteristics of the individual use cases and its consequences for the subsequent implementation of these use cases 

using the SemaGrow infrastructure in WP6. The use cases form a sound starting point for the implementation work 

and the subsequent exploitation of the resulting applications for rigorous testing and verification of the SemaGrow 

infrastructure and semantic technologies.  
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Meeting Agenda/ Minutes 

 

Agenda 

 

6th March 2013 

Consultation Meeting: Consultation meeting with educators in 6th March 2013 

09:00-09:30  Welcome and Presentation of SemaGrow AK 

09:30-11:00 Consultation with educators All 

11:00-11:15 Closure AK 

 

 

Minutes 

 
1. Welcome, Presentation of SemaGrow and Participants Introduction: During this session, a welcome message was 
delivered by Dr. Nikos Marianos (AK). Afterwards, each participant gave a short presentation of its profile and 
expertise.  
 
2. Consultation with educators: Dr Nikos Marianos led the second consultation meeting with the educators. The 

consultation meeting included four questions, the results of which are analysed in the following section.  

The first question of the second consultation meeting requested from the participants to introduce themselves. Three 

of the participants were PhD candidates in the Agricultural University of Athens, while there was the same amount of 

PhD holders. There were also scientists involved with plant production and education and agronomists. 

The second question was about the experience of the participants with agricultural education, or in general 

environmental education. All the participants were related to the agricultural education. To be more precise, the 

majority teach in University level, one of them also works in projects of the European Union related to agricultural and 

has given certification of training to organic agriculture advisors.  

The third question referred on the kind of education material that the participants of this consultation meeting are 

searching for (research results ς papers, open educational material, related lectures ς presentations, conference 

meetings ς presentations). In this question the participants of the consultation meeting had responded with multiple 

answers. Furthermore, six of them stated that they refer to books when they search for educational materials. The e-

books are used by five of the participants as educational material. The papers and articles are used as educational 

materials by seven of them, whereas presentations are used by five of the participants of the second consultation 

meeting. One of them also searches for related lectures, while conferences materials are used by two of them. One of 

the participants also uses reviews and two participants out of fourteen use open educational material. One participant 

uses appropriate computer programs.  

The forth question was regarding the locations where the participants are searching for educational material or 

educational programmes (e.g. training courses) (web sites, repositories, portals, etc.). In this question each participant 

could state more than one source for educational materials or educational programmes. The organic edunet portal is 

used by two of the participants, while the Google-scholar is used by seven participants and the Google books is used by 

one of them as a source of educational material and programmes. Five of the fourteen participants are also searching 

at scopus. Two of them are searching in the website heal-link and two participants are searching in library.aua.gr. One 
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of them searches at aua.gr portal, whereas one of them search at VOA3R portal and two of them at a University library 

(http://www.hossy.de), where all the German universities are interconnected. The laboratory of vegetables production 

is also used as a source by one of the participants. Two of them use as a source the willey website, which is bookfinder. 

Libraries and e ςlibraries, in general, are used by four of them. Conference websites and university websites are used 

as a source for educational material by one of them.  The gigapedia website, which is a source of e-books, is used by 

one of them. One of them also uses specialized private coƳǇŀƴƛŜǎΩ ǿŜōǎƛǘŜǎ ŀǎ ŀ ǎƻǳǊŎŜ ŀƴŘ ƻƴŜ ƻŦ ǘƘŜƳ ǳǎŜ 

electronic databases of scientific papers. 

3. Closure: During this session Dr Nikos Marianos summarized the main outcomes of the second consultation meeting 

and thank the participants for their contribution.  

 

 

Agreed Action Points/ WP 

Next step is to report the results of the consultation meeting to the WP leader, DLO, to include it in the respective 

deliverable. 

 

 

List of Participants / Attendance 

 

Name 

 

Organisation Position/ Occupation E-mail (optional) 
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AUA Researcher - Educator okyrdaka@aua.gr 

Georgia Ntatsi 

 

AUA Researcher - Educator gntatsi@aua.gr 

Andreas Ropokis 

 

AUA Researcher - Educator aropokis@aua.gr 

Dimitrios Savvas 

 

AUA Researcher - Educator dsavvas@aua.gr 

Henrike Perer  

 

IGZ (Leibniz-Institute of 

Vegetable and Ornamental 

Crops) 

Researcher - Educator  

Cemelic Velmsted 

 

UDE (University of 

Duisburg-Essen) 

Researcher - Educator  

Eva Svecova 

 

UNITUS (University of 

Tuscia) 

Researcher - Educator  

Makrogianni Despoina 

 

AUA Researcher - Educator desma8i@gmail.com 
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AUA Researcher - Educator alex@aua.gr 

Orestis Kairis 

 

AUA Researcher - Educator kairis@aua.gr 

Passom Harold 

 

AUA Researcher - Educator passom@aua.gr 

Charalampos Thanopoulos 

 

AK Researcher - Educator cthanopoulos@agroknow.gr 
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Venue Information 

 

Open Federations 2013, University of Leuven (KULeuven) 

Leuven, Belgium 

http://www.kuleuven.be/ 

 

 

 

  

http://www.kuleuven.be/
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Meeting Agenda/ Minutes 

 

Agenda 

 

8th April 2013 

Consultation meeting with educational repository experts in 8th April 2013 

12.30-13.15 Light lunch & coffee 

13.15-13.30 Presentation of Convening and its scope 

13.30-14.00 Introduction of Participants & Initiatives 

 THEME: USERS 

14.00-14.15 Presentation from Sofoklis Sotiriou 

14.15-15.00 Groupwork on audiences for data, licensing of data & data consumption 

15.00-15.15 Report from Rapporteurs  

15.15-15.30 Presentation from Prof. Gajaraj Dhanarajan 

15.30-16.00 Coffee Break 

 THEME: DATA 

16.00-16.15 Presentation from Stefan Dietze 

16.15-17.15 Groupwork on coverage of data, sharing of data & future expansion 

17.15-17.30 Report from Rapporteurs  

17.30-18.00 Coffee Break  

18.00-18.30 Presentation of the three ARIADNE Labs projects 

 THEME: SYNERGIES 

18.30-18.45 Presentation from Peter Szegedi 

18.45-19.15 Position Statement from participants 

19.15-19.30 Closing remarks & wrap-up 
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Minutes 

 

1. Welcome: During the welcome session the Ariadne/Globe Convening and its scope were presented. An introduction 

of participants & the related Initiatives also took place.  

2. THEME USERS: During this session Sofoklis Sotiriou (EA) presented the needs of users of educational content and the 

gaps that existing tools and approaches do not cover. Following this presentation the participants worked in groups to 

map the audiences of the data that are used, the licensing schemes that are deployed and the tools and services for 

their consumption. The facilitators of each group prepared a short summary of the main points that were discussed 

within the groups. 

3. THEME DATA: During this session Prof. Gajaraj presented the OER Asia initiative. After a short break Stefan Dietze 

continued with a presentation on linked data approaches to expose data and metadata, as well as main technical and 

methodological barriers that Linked Open Data face. Following this presentation the participants worked in groups to 

map the current status of the availability of content, its type, its geographical coverage and languages. The facilitators 

of each group make a short summary of the main points that were discussed within the groups. 

4. THEME SYNERGIES: The success story of the TERENA Network and problems and challenges TERENA faced to 

achieve that were presented by Peter Szegedi. His experiences as a Project Development Officer in TERENA, assisting 

the task forces and contributing to technical projects and workshops were also presented.  

5. Closure: All the participants elaborated on their feelings and outcomes of the ARIADNE/GLOBE Convening. 

Conclusions of the meeting and next steps were presented by the facilitators.  

 

 

Results 

 

1. Introduction - process 

The participants were split into three groups, each one of them having one facilitator in charge. All groups were posed 

with the same questions related to the broader topic of the convening and time was given to each individual 

participant to reflect on their answer. After that, all participants shared their replies on post-its that were stuck in the 

centre of each table, within the respective groups and shortly commented on them. All the answers were posted on a 

wall, creating a big collage of all the replies, as it can also be seen in the Flickr stream of the event: 

http://www.flickr.com/photos/agroknow/sets/72157633263389859/  

The six questions that were asked were the following: 

1. Identify yourself and the initiative(s) you represent 

2. Who is using your content? 

3. What do your users typically ask for? 

4. What kind of content do you have? 

5. How do you share your content? 

6. Through which tools and services do you share your content? 

For each question, the answers were documented electronically, in Microsoft Word and Excel and transferred into 

mind maps and tag clouds as well as analysed using pie charts. The results from this analysis are presented in the 

following chapter. 

Since the first question was intended to be a mapping question for color-coding the post-its to the names and 

initiatives, there is no need to report on the results here. For each of the other questions, a short presentation of the 

mind map and tag cloud is made and a more extensive discussion follows in relation to the frequency of specific 

http://www.flickr.com/photos/agroknow/sets/72157633263389859/
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answers from the participants.   

 

2. Who is using your content? 

For the second question, the mind map and tag cloud follow showing all the audiences that were discussed but also 

the ones that were more prevalent than others.  

 

 

Figure 1: Tag cloud of all replies to Question 1 

 

 

Figure 2: Mind map of all replies to Question 1 

 

As it can be seen in the following table and figure, most of the participants referred to teachers as the primary users of 

the repositories and therefore resources they host. 75% of the initiatives represented aim at serving teachers, whereas 

50% of them also consider students as one of their primary audiences. Researchers and parents follow, also being 

considered a major user of the content offered by the repositories.   

 

Role Frequency % of Responses % of Initiatives 

Teachers 18 28% 75% 

Students 12 19% 50% 

Researchers 8 13% 33% 

Parents 8 13% 33% 

Professors 4 6% 17% 

Farmers 3 5% 13% 

Lifelong learners - Public 3 5% 13% 
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Curriculum experts 2 5% 8% 

Ministries of Education 2 3% 8% 

Other 3 3% 13% 

Table 1: Frequency of replies in relation to all replies and initiatives represented 

 

 

 

Figure 3: Allocation of main responses to Question 1 

 

3. What do your users typically ask for? 

Lƴ ǘƘŜ ǎŜŎƻƴŘ ǉǳŜǎǘƛƻƴ ǿŜ ŜȄǇƭƻǊŜŘ ǘƘŜ ǊŜǉǳƛǊŜƳŜƴǘǎ ŎƻƳƛƴƎ ŦǊƻƳ ǘƘŜ ǳǎŜǊǎΩ ǎƛŘŜ ŦƻǊ ǊŜǇƻǎƛǘƻǊƛŜǎ ŀƴŘ ƭŀǊƎŜ 

federations. In the following tag cloud the main responses are illustrated, showing the emerging concepts that came 

up during the discussion.  

 

Figure 4: Tag cloud of all replies to Question 2 

 

28%

19%

13% 13%

6%

5%

5%
3% 3%

5%
27%

Teachers Students

Researchers Parents

Professors Farmers

Lifelong learners - PublicCurriculum experts

Ministries of Education Other



 D2.1.3 Envisaged Applications and Use Cases FP7-ICT-2011.4.4 

Page 46 of 83 

The mind map of the discussion was too big to include in the document, so its online version can be found in the 

following link: http://mind42.com/mindmap/71ae85e5-1493-4e8b-ab44-1f88a088bcf3?rel=url  

Taking a closer look at the results, we identified the most frequent answers provided (Table 2) and extracted their 

frequency both in relation to the total number of answers but also to the number of initiatives represented. We see 

that most of the initiatives indicated that their users are looking for quality content that is certified by experts that the 

users trust. A significant number of responses indicated also that the accessibility, easiness of use and simplicity in 

searching for content is crucial, as is the reliability of the search mechanisms available to yield relevant results. Lastly, a 

large number of respondents indicated the significance of the content being connected to the curriculum. 

 

Reply Frequency % of Responses % of Initiatives 

Expert/high quality content 8 17% 33% 

Accessibility 6 13% 25% 

Reliable search mechanisms 6 13% 25% 

Content connected to curriculum 5 11% 21% 

Quizzes, tests, lesson plans 4 9% 17% 

Personalization 4 9% 17% 

Authoring Tools 4 9% 17% 

Support for metadata 3 7% 13% 

Open Content 3 6% 13% 

Blogs, Forums 3 6% 13% 

Table 2: Frequency of replies in relation to all replies and initiatives represented 

 

 

Figure 5: Allocation of main responses to Question 2 

 

4. What kind of content do you have? 
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For the third question, our aim was to identify the main types of content that the repositories, represented in the 

convening, host. Figure 6 shows the clustering of the main answers to this question, providing an overall view of the 

topics discussed.  

 

 Figure 6: Tag cloud of all replies to Question 3 

 

The mind map of the discussion was too big to include in the document, so its online version can be found in the 

following link: http://mind42.com/mindmap/1bda33f2-4839-457a-a079-730cb240dafe?rel=url 

Table 3, shows the main responses as these were extracted from the post-its of the participants, revealing the main 

types of content that are hosted in the repositories/federations represented. 71% of the responses declared that the 

respective initiatives have social data stored whereas 50% of them consider also metadata as part of the content they 

host (while more - if not all of them - have metadata). Less than half of the respondents indicated that they host 

content like lesson plans and textbooks where photos were hosted by 38% of the initiatives. Special mention was made 

to the languages in which the content is available, in 38% of the cases whereas from the remaining respoƴŘǎΣ άǳǎŀƎŜ 

Řŀǘŀέ ŎŀƳŜ ǳǇ ǊŜŀƭƭȅ ŦǊŜǉǳŜƴǘƭȅ ǎƘƻǿƛƴƎ ǘƘŀǘ ƛƴƛǘƛŀǘƛǾŜǎ ŀƭǎƻ ǘǳǊƴ ǘƻǿŀǊŘǎ ǘƘŜ ŀƴŀƭȅǎƛǎ ƻŦ ǘƘŜ ƛƴǘŜǊŀŎǘƛƻƴǎ ƻŦ ǘƘŜ ǳǎŜǊǎ 

with their content.  

 

Reply Frequency 
% of 

Responses 
% of 

Initiatives 

Social data (ratings, comments, bookmarks, tags) 17 21% 71% 

Metadata 12 14% 50% 

Lesson plans, textbooks 10 12% 42% 

Videos 9 11% 38% 

Languages 9 11% 38% 

Photos 5 6% 21% 

Usage data 5 6% 21% 

Courses, scenarios, pathways 5 6% 21% 

Text 4 5% 17% 

Audio 3 4% 13% 

Games 2 2% 8% 

Research papers 2 2% 8% 

Table 3: Frequency of replies in relation to all replies and initiatives represented 

 

http://mind42.com/mindmap/1bda33f2-4839-457a-a079-730cb240dafe?rel=url
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Figure 7: Allocation of main responses to Question 3 

 

5. How do you share your content? 

The fourth question that was posed to the participants is in relation to the ways in which they share their content. In 

this question, the prominent answers were clearer than in the other ones. Figure 8 shows a tag-cloud of all the 

answers to this question.  

 

Figure 8: Tag cloud of all replies to Question 4 

 

The mind map of the discussion was too big to include in the document, so its online version can be found in the 

following link: http://mind42.com/mindmap/2b2b7b6d-8825-471a-b89b-76e1e3476d5e?rel=url  

Looking at the frequency of all the answers provided, we see that 46% of the initiatives use OAI-PMH to share their 

data, making this the most used solution for the task. Apart from that, 25% of the initiatives reported that they use 

RDF/SPARQL as well as APIs to share their content with the outside world.  

http://mind42.com/mindmap/2b2b7b6d-8825-471a-b89b-76e1e3476d5e?rel=url
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Replies Frequency 
% of 

Responses 
% of 

Initiatives 

OAI-PMH 11 31% 46% 

RDF/SPARQL 6 17% 25% 

API 6 17% 25% 

LOM-XML 5 14% 21% 

JSON 3 8% 13% 

SQI-SPI 3 8% 13% 

Data dumps 2 5% 8% 

Table 4: Frequency of replies in relation to all replies and initiatives represented 

 

 

Figure 9: Allocation of main responses to Question 4 

 

6. Through which tools and services do you share your content? 

For the final question, the initiatives were called to report on the tools and services they use to share their content. 

Here, many of the replies were similar to the previous question which was attributed to the similarity of the two 

questions. Nevertheless, the participants were asked to elaborate more than their initial reply, so we also got many 

answers related to the actual tools and services.  

31%

17%

17% 14%

8%

8%

5%

21%

OAI-PMH
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Figure 10: Tag cloud of all replies to Question 5 

The mind map of the discussion was too big to include in the document, so its online version can be found in the 

following link: http://mind42.com/mindmap/42aff20d-ccc8-4985-8ef1-a4944dc92cd7?rel=url  

Again, looking at the most frequent answers, we see that half of the initiatives use a portal to distribute their content 

to their users whereas the use of widgets is also widespread with 46% of the initiatives reporting that they use a 

widget to disseminate their content. Other answers included the use of Authoring and Search tools as well as 

harvesters, as tools/services through which content is made available.  

 

Replies Frequency 
% of 

Responses 
% of 

Initiatives 

Portal 12 21% 50% 

Widgets 11 20% 46% 

Authoring tools 6 11% 25% 

Search tool 5 9% 21% 

Harvester 4 7% 17% 

SQI-SPARQL 4 7% 17% 

Content Management System 4 7% 17% 

OAI-PMH 3 5% 13% 

Moodle 3 5% 13% 

API 2 4% 8% 

REST/JSON 2 4% 8% 

Table 5: Frequency of replies in relation to all replies and initiatives represented 

 

http://mind42.com/mindmap/42aff20d-ccc8-4985-8ef1-a4944dc92cd7?rel=url
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Figure 11: Allocation of main responses to Question 5 

 

 

 

Agreed Action Points 

 

Next step is to integrate a longer workshop in FAO premises in Rome in May 2013 to further elaborate the use cases. 
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ICT Seventh Framework Programme (ICT FP7) 

 

 

Grant Agreement No: 318497 

Data Intensive Techniques to Boost the Real-Time Performance of Global 

Agricultural Data Infrastructures 

 

 

 
 

 

 

SemaGrow-VOA3R Consultation Meeting,  Meeting Minutes  

FAO, 15th May 2013 

 

 
 

Venue Information 

 

FAO 

Rome, Italy 

http://www.fao.org/  

 

  

http://www.fao.org/
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Meeting Agenda/ Minutes 

 

Agenda 

 

15th May 2013 

SemaGrow ς VOA3R consultation meeting in 15th May 2013 

16.00-16.15 Welcome - Presentation of SemaGrow and its scope 

16.15-16.30 
The OpenAGRIS Beta Demonstrator 

From a bibliographic record to other data sources 

16.30-17.00 Data Session 

17.00-17:30 Semantics Session 

17.30-18.00 VOA3R Social Research Platform 

18.00-18.10 Closing remarks & wrap-up 

 

 

 

Minutes 

 

1. Welcome: During the welcome session Dr Caterina Caracciolo (FAO) welcomed the VOA3R experts and gave the 

speech to Dr Pythagoras Karampiperis (NCSR-D) who presented the SemaGrow project and its relevance to the specific 

audience. 

2. The OpenAGRIS Beta Demonstrator: During this session Fabrizio Celli (FAO) presented the OpenAGRIS Beta 

Demonstrator and showed how users, starting from a record, can retrieve information from other datasets: i.e. 

DBPedia, Agrovoc and AGRIS journals. 

2. Data Session: 5Ǌ bƛƪƻƭŀƻǎ aŀǊƛŀƴƻǎ ό!Yύ ŦŀŎƛƭƛǘŀǘŜŘ ǘƘƛǎ ǎŜǎǎƛƻƴ ŀǎƪƛƴƎ ǇŀǊǘƛŎƛǇŀƴǘǎ ǘƻ ǊŜŦƭŜŎǘ ƻƴ ǘƘŜ ǉǳŜǎǘƛƻƴ άIf you 

had access to all the data in the world, what would you like to see in VOA3R? More bƛōƭƛƻƎǊŀǇƘȅΣ Řŀǘŀ ǎŜǘǎΣ ΧΚέΦ 9ŀŎƘ 

participant presented his thoughts and then an open discussion took place based on the presented input. 

3. Semantics Session: 5ǳǊƛƴƎ ǘƘƛǎ ǎŜǎǎƛƻƴ ǘƘŜ ǇŀǊǘƛŎƛǇŀƴǘǎ ǿŜǊŜ ŀǎƪŜŘ ǘƻ ǊŜŦƭŜŎǘ ƻƴ ǘƘŜ ǉǳŜǎǘƛƻƴ άIƻǿ Ŏŀƴ ǿŜ 

semantically enrich Bibliography to make/give more meaning to researchers? Research protocols, data sets, results, 

ΧΚέΦ 9ŀŎƘ ǇŀǊǘƛŎƛǇŀƴǘ ǇǊŜǎŜƴǘŜŘ Ƙƛǎ ǘƘƻǳƎƘǘǎ ŀƴŘ ǘƘŜƴ ŀƴ ƻǇŜƴ ŘƛǎŎǳǎǎƛƻƴ ǘƻƻƪ ǇƭŀŎŜ ōŀǎŜŘ ƻƴ ǘƘŜ ǇǊŜǎŜƴǘŜŘ ƛƴǇǳǘΦ 

4. VOA3R Social Research Platform: 5ǳǊƛƴƎ ǘƘƛǎ ǎŜǎǎƛƻƴ ǘƘŜ ǇŀǊǘƛŎƛǇŀƴǘǎ ǿŜǊŜ ŀǎƪŜŘ ǘƻ ǊŜŦƭŜŎǘ ƻƴ ǘƘŜ ǉǳŜǎǘƛƻƴ ά²Ƙŀǘ 

extra features and services would such enhancements bring to the VOA3R platform? What would you like to see? 

Interface, features, presentation, navigation, searchingΣ ΧΚέΦ 9ŀŎƘ ǇŀǊǘƛŎƛǇŀƴǘ ǇǊŜǎŜƴǘŜŘ Ƙƛǎ ǘƘƻǳƎƘǘǎ ŀƴŘ ǘƘŜƴ ŀƴ ƻǇŜƴ 

discussion took place based on the presented input.  

5. Closure: Conclusions of the meeting and next steps were presented by the facilitators.  
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Results 

 

Question 1: If you had access to all the data in the world, what would you like to see in VOA3R? More 

ōƛōƭƛƻƎǊŀǇƘȅΣ Řŀǘŀ ǎŜǘǎΣ ΧΚ 

 

The participants reported that they would like to see the following data in VOA3R: 

1. The identities of the researchers and their organisations 

2. Relationships of full texts with data sets 

3. Links to full text 

4. Links to the profiles of the researchers in other portals 

5. More information about the users 

6. Dissemination information and information from projects 

7. All the data in the world grouped by thematic area, authors, etc. 

8. Connections with the data sets used for the experiments described in the papers 

9. Maps and multimedia content 

10. The experimental design/protocol used to get the results 

11. Raw data 

12. URLs 

13. Conference papers and the respective presentations 

14. Information about the conference stakeholders and organisers 

15. Better connection to every reference in a paper, links between publications 

16. Links to results from similar experiments 

17. wŜǎǳƭǘǎ ƻŦ ŜȄǇŜǊƛƳŜƴǘǎ ǘƘŀǘ ŘƛŘƴΩǘ ǿƻǊƪ ƻǳǘΦ 

 

Question 2: How can we semantically enrich Bibliography to make/give more meaning to researchers? 

wŜǎŜŀǊŎƘ ǇǊƻǘƻŎƻƭǎΣ Řŀǘŀ ǎŜǘǎΣ ǊŜǎǳƭǘǎΣ ΧΚ 

 

The participants reported that the following could be used to semantically enrich Bibliography to make/give more 

meaning to researchers: 

1. Links to specific parts of a paper/work  

2. Info about where a paper is used as a reference 

3. Relationships with other similar works, projects, working groups, etc. 

4. Relationships of a specific work presented in a tree form, showing who started researching about something 

specific or used a specific method for a specific reason, who continued his research, which experiments were 

successful, which failed, who has the newest work, etc. 

5. Have a unique identification (e.g. an author id or something similar) 

6. Geolocalisation data 

7. Links between research objects???  

8. wŜǎŜŀǊŎƘ ǇǊƻǘƻŎƻƭǎΣ ǊŜǎǳƭǘǎ ŀƴŘ Řŀǘŀ ǎŜǘǎΣ ŀǎ ǿŜƭƭ ŀǎ ƛƴŦƻ ƻƴ ǿƘŀǘ ǿƻǊƪŜŘ ŀƴŘ ǿƘŀǘ ŘƛŘƴΩǘ 

9. Guidelines for the use of protocols 

10. Links of the author name with his profile in agrivivo 

11. Linking bibliographic artifacts, identifying semantic links with external data. 
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Question 3: What extra features and services would such enhancements bring to the VOA3R platform? 

²Ƙŀǘ ǿƻǳƭŘ ȅƻǳ ƭƛƪŜ ǘƻ ǎŜŜΚ LƴǘŜǊŦŀŎŜΣ ŦŜŀǘǳǊŜǎΣ ǇǊŜǎŜƴǘŀǘƛƻƴΣ ƴŀǾƛƎŀǘƛƻƴΣ ǎŜŀǊŎƘƛƴƎΣ ΧΚ 

 

The participants reported that the following services/features would be useful for VOA3R platform: 

1. Analytics services for the extraction of info on the usage and importance of content 

2. RSS to follow the updates on research 

3. A mechanism for search results ranking 

4. Better searching mechanisms that find really relevant results. The existing one does not find very relevant 

ones. 

5. Filters on results/ faceted search 

6. Ability to search using natural language in your native language 

7. A simplified interface 

8. Search functionality that can use the users profiles, preferences and history to provide customised search 

9. Text mining to combine results 

10. Search functionality that presents why each result was selected/identified (keywords inside the full text, the 

title, etc.) and gives the option to apply related filters (show only the ones with relevant titles, etc.) 

 

 

 

Agreed Action Points 

Next step is for FAO to organize another workshop with experts to collect more input and elaborate on its use cases. 
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Appendix 4 - First AgMIP-SemaGrow Workshop 

 

  








































